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Abstract

Do you want to read these notes? You sure you want to know? The proofs contained in this document
are not for the faint of heart. If somebody said it was a happy little tale, if somebody told you it was just
your average straightforward proof not a technicality in sight... somebody lied.

The purpose of these notes is to prove the embedding theorem of Kirchberg and Phillips, Theorem
11.11, that states every unital, separable, exact C∗-algebra has a unital embedding into the Cuntz algebra
O2. These notes are based are based on several references that will be acknowledged at the beginning
of each chapter. These notes are meant to be as self-contained as possible except for some well-known
results in theory of C∗-algebras. In particular, the author assumes the reader has a basic knowledge of
the following ideas:

1. Basic C∗-Algebra Theory (including C∗-norms, invertible elements, normal operators, self-adjoint
operators, positive operators, continuous functional calculus, abelian C∗-algebras, finite dimensional
C∗-algebras, polar decomposition, ideals, quotients, pure states, representations, irreducible repre-
sentations, GNS, continuity of ∗-homomorphisms, compact operators, C∗-bounded approximate
identities, quasicentral C∗-bounded approximate identities)

2. Basic von Neumann Algebra Theory (WOT-convergence, SOT-convergence, von Neumann’s Double
Commutant Theory, Borel functional calculus, partial isometries, Murray von Neumann equivalence
of projections, polar decomposition, commutants, the Strong Kadison Transitivity Theorem)

3. Completely Positive Maps (definitions, operator systems, completely bounded norms, Stinespring’s
Theorem, Arveson’s Extension Theorem, injectivity, conditional expectations, point-norm topology,
bounded-weak topology)

4. Tensor Products of C∗-Algebras (minimal and maximal tensor products, theory of states and rep-
resentations on tensor products)

5. Nuclear C∗-Algebras (tensor product and completely positive map definition, examples of nuclear
C∗-algebras)

6. Exact C∗-Algebras (completely positive map and tensor product definition, examples of exact C∗-
algebras)

7. Inductive Limits of C∗-Algebras (including AF C∗-algebras)

8. Cross Products of C∗-Algebras (definitions of reduced and full cross products, cross product of a
nuclear C∗-algebra by Z is nuclear, reduced and full cross products by Z are the same)

9. Quasidiagonal C∗-Algebras (definition given, cones of C∗-algebras are quasidiagonal)

Two excellent references that cover most of these topics are [Da] and [BO].
This document is for educational purposes and should not be referenced. Please contact the author

of this document if you need aid in finding the correct reference. Comments, corrections, and recom-
mendations on these notes are always appreciated and may be e-mailed to the author (see his website
for contact info).
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1 Basic Properties of the Cuntz Algebras

In this chapter we will develop some basic properties of the Cuntz algebras. To be more specific, we will show
that the Cuntz algebras are simple and nuclear. In fact, in our proof that the Cuntz algebras are simple we
will prove a stronger result which, in the next chapter, will imply that the Cuntz algebras are purely infinite.

The results for this chapter were developed from the excellent book [Da] (if you are reading these notes,
you should definitely invest in this book) and from the original paper [Cu2]. Note that Lemma V.4.5 in [Da]
has a small problem at the end as Lemma V.4.4 does not apply directly. In these notes, we modify Lemma
V.4.4 to correct this mistake.

We begin with the definition of the Cuntz algebras.

Definition 1.1. For a natural number n ≥ 2, the Cuntz algebra On is the universal C∗-algebra generated
by n isometries S1, S2, . . . , Sn such that

∑n
i=1 SiS

∗
i = I. The Cuntz algebra O∞ is the universal C∗-algebra

generated by an infinite collection of isometries {Si}∞i=1 such that
∑n
i=1 SiS

∗
i ≤ I for all n ∈ N.

Remarks 1.2. The statement “the Cuntz algebra On is the universal C∗-algebra generated by n isometries
S1, S2, . . . , Sn such that

∑n
i=1 SiS

∗
i = I” means that if A is any C∗-algebra with n isometries {TA

i }ni=1 ⊆ A
such that

∑n
i=1 T

A
i (TA

i )∗ = IA (such C∗-algebra exists by considering the specific isometries in B(H)) then
there exists a C∗-homomorphism π : On → A such that π(Si) = TA

i . We note that such a universal C∗-
algebra exists by taking a direct sum of all such C∗-algebras and the fact that

∥∥⊕AT
A
i

∥∥ = 1 for all i so the
norm of any element in ∗-alg{⊕AT

A
1 , . . . ,⊕AT

A
n } is finite. The same remarks apply for O∞.

Remarks 1.3. Clearly O∞ and each On are separable being the closure of a ∗-algebra generated by a
countable number of operators. Using the fact that the Si’s in On are isometries and

∑n
i=1 SiS

∗
i = I imply

that SiS
∗
i are projections and thus S∗i Sj = 0 if i 6= j (and the same for O∞). Thus S∗i Sj = δi,jI.

To discuss the Cuntz algebras, it is useful to develops some notation.

Notation 1.4. For a word µ = (i1, i2, . . . , im) with ij ∈ {1, 2, . . . , n} (or N for O∞), we define

Sµ := Si1Si2 · · ·Sim .

Let |µ| denote the length of the word µ.

With this notation in hand, we make the following observations using Remarks 1.3.

Lemma 1.5. Let µ and ν be words in {1, . . . , n} (or N) such that S∗µSν 6= 0. Then

1. If |µ| = |ν| then µ = ν and S∗µSν = I.

2. If |µ| > |ν| then there exists a word µ′ such that µ = νµ′ (as words) and S∗µSν = S∗µ′ .

3. If |µ| < |ν| then there exists a word ν′ such that ν = µν′ (as words) and S∗µSν = Sν′ .

As a simple corollary, we have the following.

Corollary 1.6. For n ≥ 2 or n =∞, every element in ∗-alg{Si}ni=1 can be written as a linear combination
of elements of the form SµS

∗
ν where µ and ν are words with letters in {1, . . . , n}.

To prove the desired properties of the Cuntz algebras, we will need a specific C∗-subalgebra which will
be of vital importance.

Notation 1.7. For each n ≥ 2 or n =∞ and for each k ∈ N, let

Fnk := span{SµS∗ν | |µ| = |ν| = k, µ and ν are words with letters in {1, . . . , n}}

Let Fn =
⋃
k≥1 F

n
k . Notice that Fn,Fnk ⊆ Om for all m ≥ n.
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Lemma 1.8. For n ≥ 2, Fnk 'Mnk(C) and Fn is the UHF algebra with supernatural number n∞. Moreover
F∞k ' K and F∞ is an AF C∗-algebra.

Proof. To see that Fnk 'Mnk(C), we simply note that the set

{SµS∗ν | |µ| = |ν| = k, µ and ν are words with letters in {1, . . . , n}}

is a set of matrix units for Fnk by Lemma 1.5 with precisely nk elements. To see that Fn is the UHF algebra
with supernatural number n∞, we need to analyze the embeddings of Fnk into Fnk+1.

To see that Fnk embeds into Fnk+1 with the ‘correct’ embedding, we notice for any word µ and ν with
letters in {1, . . . , n} and |µ| = |ν| = k that

SµS
∗
ν = Sµ

(
n∑
i=1

SiS
∗
i

)
S∗ν =

n∑
i=1

SµiS
∗
νi

Therefore, by grouping the matrix units of Fnk+1 in the appropriate way, we obtain that Fn is the UHF
algebra with supernatural number n∞.

The proof that F∞k ' K is identical. To see that F∞ is AF, we note since Fnk ⊆ Fnk+1 ⊆ Fn+1
k+1 for all n

that F∞ =
⋃
n≥1 F

n
n and thus the result follows.

Next we note that there exists a very important map from On to Fn for all n ≥ 2 and n =∞.

Theorem 1.9. There exists a faithful conditional expectation Φn : On → Fn for all n ≥ 2 or n =∞. That
is, Φn : On → Fn is a unital, (completely) positive map such that Φn(T ) = T for all T ∈ Fn.

Proof. Fix n ≥ 2 or n =∞. For each λ ∈ T, we notice that {λSi}ni=1 are also a set of isometries that satisfy
the universal property of the Cuntz algebras. Therefore there must exists an ∗-automorphism ρλ of On such
that ρλ(Si) = λSi. Hence ρλ(S∗i ) = λ−1Si and ρλ(SµS

∗
ν) = λ|µ|−|ν|SµS

∗
ν . Thus the map from T to On

defined by λ 7→ ρλ(T ) is continuous for all T ∈ ∗-alg{Si}ni=1. Therefore, since ∗-alg{Si}ni=1 is dense in On
and ‖ρλ‖ = 1 for all λ ∈ T, the map T to On defined by λ 7→ ρλ(T ) is continuous for all T ∈ On.

Define Φn : On → On by

Φn(T ) =

∫
T
ρλ(T )dλ

which exists by continuity. We notice for all words µ and ν with letters in {1, 2, . . . , n} that

Φn(SµS
∗
ν) =

∫
T
λ|µ|−|ν|SµS

∗
νdλ =

{
0 if |µ| 6= |ν|
SµS

∗
ν if |µ| = |ν|

Hence it is easy to see that Φn maps into Fn. Moreover, if T ∈ Fnk then Φn(T ) = T . Hence, by extending by
continuity, Φn|Fn = IdFn . In addition, since each ρλ is a ∗-homomorphism and the integration of positive
(or matrices of positive) operators is positive, Φn is a conditional expectation onto Fn.

To see that Φn is faithful, let T ∈ On be positive with T 6= 0. Therefore there exists a state ϕ on On
such that ϕ(T ) > 0. Since ρ1(T ) = T , ρλ(T ) ≥ 0 for all λ, and λ 7→ ρλ(T ) is continuous, the function
λ 7→ ϕ(ρλ(T )) is a continuous function from T to [0,∞) that is strictly positive at 1. Hence standard
integration theory implies

φ(Φn(T )) =

∫
T
φ(ρλ(T ))dλ > 0

so Φn(T ) 6= 0. Hence Φn is faithful.

To prove that On is simple, the above conditional expectation will need to be examined further. To
begin, we need a technical lemma.

Lemma 1.10. Let n ≥ 2 or n = ∞. Let µ and ν be words in {1, 2, . . . , n} such that |µ| 6= |ν|. Let
m ≥ max{|µ|, |ν|} and let Sγ = Sm1 S2. Then S∗γ(S∗µSν)Sγ = 0.
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Proof. Since |µ| 6= |ν|, Lemma 1.5 implies that if S∗µSν 6= 0, then either S∗µSν = S∗µ′ where µ′ is a word of
length at least one and at most m or S∗µSν = Sν′ where ν′ is a word of length at least one and at most m.

In the first case, (S∗µSν)Sγ = S∗µ′Sγ is non-zero only if Sµ′ = S
|µ′|
1 as |µ′| ≤ m. However, if Sµ′ = S

|µ′|
1 then

S∗γ(S∗µSν)Sγ = S∗γ(S∗1 )|µ
′|Sγ = S∗2 (S∗1 )mS

m−|µ′|
1 S2 = 0

as S∗1S2 = 0.

In the second case, S∗γ(S∗µSν) = S∗γSν′ is non-zero only if Sν′ = S
|ν′|
1 as |ν′| ≤ m. However, if Sν′ = S

|ν′|
1

then
S∗γ(S∗µSν)Sγ = S∗γ(S1)|ν

′|Sγ = S∗2 (S∗1 )m−|ν
′|Sm1 S2 = 0

as S∗2S1 = 0.

Theorem 1.11. Let n ≥ 2. For each m ∈ N there exists an isometry Wn,m ∈ On that commutes with Fnm
such that Φn(T ) = W ∗n,mTWn,m ∈ Fnm for all

T ∈ span{SµS∗ν | |µ|, |ν| ≤ m,µ and ν are words with letters in {1, . . . , n}}.

Proof. Let Sγ = Sm1 S2 and let Wn,m =
∑
|δ|=m SδSγS

∗
δ . We claim that Wn,m is an isometry. To see this,

we notice that

W ∗n,mWn,m =
∑

|ε|=|δ|=m

SεS
∗
γS
∗
ε SδSγS

∗
δ =

∑
|δ|=m

SδS
∗
γSγS

∗
δ =

∑
|δ|=m

SδS
∗
δ = I

where
∑
|δ|=m SδS

∗
δ = I comes from the fact that

∑n
i=1 SiS

∗
i = I, by dividing the sum into all Sδ that start

with the same m− 1 letters, using the identity to decrease the length of the words, and repeating.
To see that Wn,m commutes with Fnm (and to begin to obtain the other equality), we notice that if µ is

a word of length m then
Wn,mSµ = SµSγ and S∗µWn,m = SγS

∗
µ

Therefore, if SµS
∗
ν is one of the matrix units for Fnm (so |µ| = |ν| = m) then

Wn,mSµS
∗
ν = SµSγS

∗
ν = SµS

∗
νWn,m

Hence Wn,m must commute with Fnm. Moreover, from the above computation, the fact that Wn,m is an
isometry, and our knowledge of Φn from Theorem 1.8, we obtain that W ∗n,mSµSνWn,m = SµSν = Φn(SµS

∗
ν).

Next notice that if µ and ν are words with letters in {1, . . . , n} of length at most m with |µ| 6= |ν|, then

W ∗n,mSµS
∗
νWn,m =

∑
|ε|=|δ|=m

SδS
∗
γS
∗
δSµS

∗
νSεSγS

∗
ε = 0 = Φn(SµS

∗
ν)

as if S∗δSµS
∗
νSε is non-zero, it can be written as S∗µ′Sν with |µ′| = m − |µ| 6= m − |ν| = |ν′| and so

S∗γS
∗
δSµS

∗
νSεSγ = S∗γS

∗
µ′Sν′Sγ = 0 by Lemma 1.9. Hence the result follows.

Using the above proof, it is easy to prove the following for O∞.

Theorem 1.12. Let n ≥ 2. For each m ∈ N there exists an isometry W ′n,m ∈ O∞ such that Φ∞(T ) =
(W ′n,m)∗TW ′n,m ∈ Fnm ⊆ O∞ for all

T ∈ span{SµS∗ν | |µ|, |ν| ≤ m,µ and ν are words with letters in {1, . . . , n}}

Using the above isometries and some clever tricks, we are finally able to prove the following.

Theorem 1.13. Let n ≥ 2. If X ∈ On is non-zero then there exists A,B ∈ On such that AXB = I.
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Proof. Since X 6= 0, X∗X 6= 0 and thus Φn(X∗X) 6= 0 as Φn is faithful. Hence we may assume without
loss of generality that ‖Φn(X∗X)‖ = 1. By density, we can choose Y in the algebraic span of elements of
the form SµS

∗
ν such that ‖X∗X − Y ‖ < 1

4 . By considering the real part of Y , we may assume that Y is
self-adjoint. Thus ‖Φn(X∗X)− Φn(Y )‖ ≤ 1

4 so ‖Φn(Y )‖ ≥ 3
4 .

Since Y is in the algebraic span of elements of the form SµS
∗
ν , there exists an m ∈ N such that Y is a

linear combination of elements of the form SµS
∗
ν where |µ|, |ν| ≤ m. Therefore, by Theorem 1.10, there exists

an isometry Wn,m such that Φn(Y ) = W ∗n,mYWn,m ∈ Fnm. Since ‖Φn(Y )‖ ≥ 3
4 and Φn(Y ) is a self-adjoint

element of a matrix algebra, there exists a rank one projection P ∈ Fnm such that

PΦn(Y ) = Φn(Y )P = ‖Φn(Y )‖P ≥ 3

4
P

Moreover, since P and Sm1 (S∗1 )m are both rank one projections in Fnm, there exists an isometry U ∈ Fnm such
that UPU∗ = Sm1 (S∗1 )m.

Finally, let

Z :=
1

‖Φn(Y )‖
1
2

(S∗1 )mUPW ∗n,m ∈ On.

Then

‖Z‖ ≤ 1

‖Φn(Y )‖
1
2

‖S∗1‖
m ‖U‖ ‖P‖

∥∥W ∗n,m∥∥ ≤ 2√
3

(as S1, U , and Wn,m are isometries and P is a projection) and

ZY Z∗ =
1

‖Φn(Y )‖
(S∗1 )mUPW ∗n,mYWn,mPU

∗Sm1 = (S∗1 )mUPU∗Sm1 = (S∗1 )mSm1 (S∗1 )mSm1 = I.

Hence

‖I − ZX∗XZ∗‖ = ‖Z(Y −X∗X)Z∗‖ ≤ ‖Z‖2 ‖Y −X∗X‖ ≤ 4

3

1

4
=

1

3

so ZX∗XZ∗ is a self-adjoint, invertible operator.
Let B = Z∗(ZX∗XZ∗)−

1
2 . Then

(B∗X∗)XB = (ZX∗XZ∗)−
1
2ZX∗XZ∗(ZX∗XZ∗)−

1
2 = I

as desired.

If we follow the above proof with n = ∞, we notice at the step where Y is chosen that we can bound
the number of letters used in the words in the algebraic expression for Y as Y is a finite sum of operators of
the form SµS

∗
ν . Therefore, by applying Theorem 1.11, we see that the remainder of the proof follows (with

Wn,m replaced with W ′n,m). Hence we obtain the following.

Theorem 1.14. If X ∈ O∞ is non-zero, then there exists A,B ∈ O∞ such that AXB = I.

Using the above theorems, we easily obtain the following result.

Theorem 1.15. O∞ and On are simple for all n ≥ 2. Moreover, if T1, . . . , Tn ∈ B(H) are isometries such
that

∑n
i=1 TiT

∗
i = I, then C∗(T1, . . . , Tn) ' On. In addition, if {Ti}∞i=1 ∈ B(H) are isometries such that∑n

i=1 TiT
∗
i ≤ I for all n ∈ N, then C∗({Ti}∞i=1) ' O∞.

Proof. The proof that the C∗-algebras are simple is trivial.
If T1, . . . , Tn ∈ B(H) are isometries such that

∑n
i=1 TiT

∗
i = I, then, by the universal property of the

Cuntz algebra, there exists a ∗-homomorphism π : On → C∗(T1, . . . , Tn) such that π(Si) = Ti. Clearly this
implies that π is surjective. Since On is simple and π is not the zero map, π must be injective.

The O∞ proof is similar.
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With the above result in hand, we can prove that if A is a C∗-algebra generated by n isometries, then A
is either On or a quotient of A is isomorphic to On.

Lemma 1.16. Let A be a C∗-algebra generated by n isometries S1, S2, . . . , Sn such that
∑n
i=1 SiS

∗
i = P < I.

Then the ideal 〈I − P 〉 generated by I − P is isomorphic to the compact operators and A/K ' On.

Proof. Since P contains the range of each Si, (I − P )Si = 0 = S∗i (I − P ) for all i. Therefore, since it is
trivial to see that Lemma 1.5 applies to A, we obtain that 〈I − P 〉 has

span{Sµ(I − P )S∗ν | |µ| <∞, |ν| <∞}

as a dense subset. Moreover, it is trivial to verify that

(Sµ(I − P )S∗ν)(Sµ′(I − P )S∗ν′) =

{
0 if ν 6= µ′

Sµ(I − P )S∗ν′ if ν = µ′

and thus {Sµ(I − P )S∗ν} forms an infinite collection of matrix units whose span is dense in 〈I − P 〉. Hence
〈I − P 〉 ' K as claimed.

To see that A/〈I − P 〉 ' On, we notice that if π : A → A/K is the canonical quotient map, then π(Si)
are isometries in A/K such that

n∑
i=1

π(Si)π(Si)
∗ = π(P ) = π(P ) + π(I − P ) = π(I)

which is the unit of A/K. Hence, as A/K is generated by π(Si), we obtain that A/K ' On as claimed.

Remarks 1.17. Notice that the above result implies that Om contains a C∗-subalgebra A such that A/K '
On for all m > n ≥ 2 . Similarly, for all n ≥ 2, O∞ contains a C∗-subalgebra A such that A/K ' On for all
n ≥ 2.

Our next goal is to show that each On and O∞ are nuclear C∗-algebras. The idea behind the proof is to
construct a C∗-algebra B that is the reduced cross product of a nuclear C∗-algebra A by the integers and
show that On is isomorphic to a compression of this cross product C∗-algebra. We remark that the reduced
cross product of a nuclear C∗-algebra by the integers is nuclear (see Chapter 4 of [BO] for this proof and the
construction of the reduced cross product. The idea of the proof of nuclearity is to compress B by projections
corresponding to finite subsets of Z. This operation is a completely positive map into A⊗minMn(C) where
n is the number of elements of the finite subset of Z. Then a completely positive map is constructed from
A⊗minMn(C) to B that asymptotically does the right thing as long as Følner sets are taken for the finite
subsets of Z. Then B is nuclear as each A⊗minMn(C) is nuclear. This also can be used to show that the
reduced cross product is the same as the full cross product) and the compression of a nuclear C∗-algebra
is nuclear (as if C ⊆ D are nuclear and there is a conditional expectation of D onto C, then C must be
nuclear by elementary arguments). To begin this proof, we start with a fixed n ≥ 2 as we will deal with O∞
separately.

Notation 1.18. For all j ∈ Z let Aj = ⊗∞i=jMn(C) (where this means the closure of all operators of the
form Aj ⊗ · · · ⊗Am ⊗ I ⊗ I ⊗ · · · with respect to the infinite tensor norm). Then Aj ' Fn for all j.

Construction 1.19. With the notation as above, we have a canonical sequence of embeddings

· · · ↪→ A3 ↪→ A2 ↪→ A1 ↪→ A0 ↪→ A−1 ↪→ A−2 ↪→ · · ·

where the inclusion Aj ↪→ Aj−1 is given by X 7→ E1,1 ⊗X ∈ Mn(C)⊗min Aj ' Aj−1 (where {Ei,j} are the
canonical matrix units of Mn(C)). Let B be the C∗-algebra that is the direct limit of this chain. Hence
B is an inductive limit of AF C∗-algebras and thus B is AF. In fact B ' K ⊗min Fn (to see this, we
notice that the embeddings do not change the A0 ' Fn term and K = lim→Mnk(C) with the embeddings
Mnk(C) ↪→Mnk+1(C) by T 7→ T ⊕ 0n ⊕ · · · ⊕ 0n). Therefore, since B is AF, B is nuclear.
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Since each Aj is isomorphic, there is a canonical automorphism of B, which we will denote Ψ, given by
shifting the sequence to the left. Notice if T ∈ Aj then Ψ(T ) ∈ Aj+1 is the operator T ∈ Aj+1 which is the
operator E1,1 ⊗ T in Aj .

Let C = B oΨ Z. Thus C is a nuclear C∗-algebra by the above discussion. Let U ∈ C be the unitary
implementing Ψ (that is Ψ(X) = UXU∗ for all X ∈ B). Notice that C is the closure of all operator of the
form

A =

N∑
i=−N

TiU
i

where Ti ∈ B and N ∈ N. By letting T̃i = U−iTiU
i (for i < 0), we obtain that C is the closure of all operator

of the form
A =

∑
i<0

U iT̃i + T0 +
∑
i>0

TiU
i

where T̃i ∈ B.
Let P ∈ A0 be the unit. Therefore P ∈ C is a projection. Notice that

UPU∗ = Ψ(P ) = E1,1 ⊗ P ∈ A0.

Hence UPU∗ = P (UPU∗) (as P is the unit for A0) and thus UP = PUP as U∗ is invertible. Therefore it
is easy to see that

PTiU
iP = (PTiP )(UP )i for i > 0 and PU iT̃iP = (UP )∗PT̃iP for i < 0.

Let V = UP . Thus
PAP =

∑
i<0

V iPT̃iP + PT0P +
∑
i>0

PTiPV
i.

Let E = PCP . Thus the above computations show that E is generated by PBP = A0 (think about it!)
with V . Moreover E is nuclear being the compression of a nuclear C∗-algebra. Our goal is to show that
E ' On. To show this, it suffices by Theorem 1.14 to construct n isometries in E that generate E with the
desired properties.

Theorem 1.20. With n and E as above, E ' On so On is nuclear when n ≥ 2.

Proof. Let Si = (Ei,1 ⊗ P )V (where Ei,1 ⊗ P ∈ A0) for i ∈ {1, . . . , n}. It suffices to show that each Si is an
isometry,

∑n
i=1 SiS

∗
i = P , and E = C∗(S1, . . . , Sn). To begin, we notice that

S∗i Si = PU∗(E1,1 ⊗ P )UP = PΨ−1(E1,1 ⊗ P )P = PPP = P

(where any elements and tensors are viewed in A0). Hence each Si is an isometry. Moreover

SjS
∗
i = (Ej,1⊗P )UPPU∗(E1,i⊗P ) = (Ej,1⊗P )Ψ(P )(E1,i⊗P ) = (Ej,1⊗P )(E1,1⊗P )(E1,i⊗P ) = Ei,j⊗P.

Thus
n∑
i=1

SiS
∗
i =

n∑
i=1

Ei,i ⊗ P = I ⊗ P = P.

Thus it remains only to show that C∗(S1, . . . , Sn) = E. Since A0 and V generate E, it suffices to show that
A0 ∪ {V } ⊆ C∗(S1, . . . , Sn).

To see that A0 ⊆ C∗(S1, . . . , Sn), we notice that A0 = ⊗∞i=0Mn(C) = Mn(C)⊗k ⊗ Ak. Thus, a little
thought shows that

span

{⋃
k>0

{Ej1,i1 ⊗ · · · ⊗ Ejk,ik ⊗ P | P the unit of Ak}

}
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is dense in A0. To show that the above span is in C∗(S1, . . . , Sn), we recall that SiS
∗
j = Ei,j ⊗ P and

Sk(Ei,j ⊗ P )S∗` = (Ek,1 ⊗ P )(UP (Ei,j ⊗ P )PU∗)(E1,` ⊗ P )

= (Ek,1 ⊗ P )(U(Ei,j ⊗ P )U∗)(E1,` ⊗ P )

= (Ek,1 ⊗ P )(E1,1 ⊗ (Ei,j ⊗ P ))(E1,` ⊗ P )

= Ek,` ⊗ (Ei,j ⊗ P ) = Ek,` ⊗ Ei,j ⊗ P

Thus, by repeating the above arguments, we see that if µ = (j1, . . . , jk) and ν = (i1, . . . , ik) then

SµS
∗
ν = Ej1,i1 ⊗ · · · ⊗ Ejk,ik ⊗ P

and thus A0 ∈ C∗(S1, . . . , Sn).
Finally, to see that V ∈ C∗(S1, . . . , Sn), we notice that

V V ∗ = UPU∗ ∈ A0.

Thus
V = UP = UP (P )P = UPU∗(E1,1 ⊗ P )UP = V V ∗(S1) ∈ A0 · S1 ∈ C∗(S1, . . . , Sn)

as desired.
Thus E = C∗(S1, . . . , Sn) ' On so On is nuclear.

To prove that O∞ is also nuclear, we will only sketch the differences that need to be taken and the proof
will follow by similar arguments to those shown above.

Theorem 1.21. O∞ is nuclear.

Proof. For each j ∈ N∪{0} let Aj = Sj1F
∞(S∗1 )j ⊆ O∞. Then it is clear that Aj ' A0 = F∞ for all j ≥ 0 (by

the ∗-homomorphism T 7→ (S∗1 )jT (S1)j). Moreover it is not difficult to see (but perhaps slightly annoying
to write down) that Aj−1 ' CI + (K⊗min Aj) where the CI comes from Sj−1

1 I(S∗1 )j−1 ∈ Aj−1 and

Sj−1
1 (Si1Si2 · · ·SikS∗jk · · ·S

∗
j2S
∗
j1)(S∗1 )j−1

corresponds to the operator
Ei1,j1 ⊗ (Sj1(Si2 · · ·SikS∗jk · · ·S

∗
j2)(S∗1 )j)

in K⊗min Aj .
Next we extend our notation by letting Aj−1 = CI + (K ⊗min Aj) for all j ∈ Z. Then we can consider

the sequence of C∗-algebras

· · · ↪→ A3 ↪→ A2 ↪→ A1 ↪→ A0 ↪→ A−1 ↪→ A−2 ↪→ · · ·

where the inclusion Aj ↪→ Aj−1 is given by X 7→ E1,1⊗X ∈ K⊗min Aj ⊆ Aj−1 (where {Ei,j}∞i,j=1 are matrix
units for K). Let B be the C∗-algebra that is the direct limit of this chain. Since each Aj is AF, it is clear
that B is AF and thus nuclear. Since each Aj is isomorphic, let Ψ be the automorphism of B given by
shifting to the left. The remainder of the proof follows as in the On case.

To conclude this section, we desire to draw a relation between the various Cuntz algebras and show that
the matrix algebras of certain Cuntz algebras are Cuntz algebras. We will show that certain Cuntz algebras
embed into others and that O∞ embeds into each On.

Theorem 1.22. Ok(n−1)+1 can be unitarily embedded into On for all k ≥ 1. Moreover O∞ can be embedded
in On for all n ≥ 2.
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Proof. Fix n ≥ 2 and k ≥ 1. If k = 1 then k(n− 1) + 1 = n so Ok(n−1)+1 sits inside On. Otherwise suppose
k ≥ 2. Let {S1, . . . , Sn} be the generators for On. Let

X := {S`nSm}1≤m≤n−1,0≤`≤k−1 ∪ {Skn}.

Thus |X| = k(n−1)+1. Notice (S`nSm)∗(S`nSm) = I and (Skn)∗(Skn) = I for all `,m in our ranges. Moreover

Skn(S∗n)k +

n−1∑
m=1

k−1∑
`=0

S`nSmS
∗
m(S∗n)` = Skn(S∗n)k +

n−1∑
m=1

Sk−1
n SmS

∗
m(S∗n)k−1 +

n−2∑
m=1

k−1∑
`=0

S`nSmS
∗
m(S∗n)`

= Sk−1
n

(
n∑

m=1

SmS
∗
m

)
(S∗n)k−1 +

n−1∑
m=1

k−2∑
`=0

S`nSmS
∗
m(S∗n)`

= Sk−1
n (S∗n)k−1 +

n−1∑
m=1

k−2∑
`=0

S`nSmS
∗
m(S∗n)`

...

= S2
n(S∗n)2 +

n−1∑
m=1

1∑
`=0

S`nSmS
∗
m(S∗n)`

= S2
n(S∗n)2 +

n−1∑
m=1

SnSmS
∗
mS
∗
n +

n−1∑
m=1

SmS
∗
m

= Sn

(
n∑

m=1

SmS
∗
m

)
S∗n +

n−1∑
m=1

SmS
∗
m

= SnS
∗
n +

n−1∑
m=1

SmS
∗
m = I.

Whence X generates a copy of Ok(n−1)+1 inside On as desired.

Let S1 and S2 be two of the generators for On. Let X = {S`1S2}`≥0. Notice (S`1S2)∗(S`1S2) = I for all
` ≥ 0. Moreover (S`1S2)∗(Sk1S2) = 0 if ` 6= k. Therefore {(S`1S2)(S`1S2)∗}`≥0 are projections with orthogonal
ranges (as S`1S2 is an isometry) so

∑n
`=0(S`1S2)(S`1S2)∗ ≤ I for all n ≥ 0. Whence X generates a copy of

O∞ inside On as desired.

The following result is our first result that shows the matrix algebras of some Cuntz algebra is a Cuntz
algebra.

Proposition 1.23. If k divides n then Mk(On) is isomorphic to On.

Proof. Suppose k divides n (n ≥ 2) and that On is generated by S1, . . . , Sn. Let {Ei,j} be the canonical
matrix units for Mk(C) ⊆ Mk(On). For 0 ≤ j < n

k and 1 ≤ i ≤ k, consider the operator Ti,j =∑k
`=1 Skj+`Ei,`. We notice {Ti,j}0≤j<n

k ,1≤i≤k has k
(
n
k

)
= n elements such that

T ∗i,jTi,j =

(
k∑

m=1

Skj+mEi,m

)∗( k∑
`=1

Skj+`Ei,`

)

=

k∑
m,`=1

S∗kj+mSkj+`Em,`

=

k∑
`=1

E`,` = Ik

10



and

Ti,jT
∗
i′,j′ =

(
k∑

m=1

Skj+mEi,m

)(
k∑
`=1

Skj′+`Ei′,`

)∗

=

k∑
`=1

Skj+`S
∗
kj′+`Ei,i′ .

Therefore

k∑
i=1

∑
0≤j<n

k

Ti,jT
∗
i,j =

k∑
i=1

∑
0≤j<n

k

k∑
`=1

Skj+`S
∗
kj+`Ei,i

=

k∑
i=1

n∑
q=1

SqS
∗
qEi,i

=

k∑
i=1

Ei,i = Ik.

Whence {Ti,j}0≤j<n
k ,1≤i≤k generates a copy of On insideMk(On). We claim that C∗({Ti,j}0≤j<n

k ,1≤i≤k) =
Mk(On). To see this, we notice that

∑
0≤j<n

k

Ti,jTi′,j =
∑

0≤j<n
k

k∑
`=1

Skj+`S
∗
kj+`Ei,i′

=

n∑
q=1

SqS
∗
qEi,i′ .

= Ei,i′

Whence {Ei,j} ⊆ C∗({Ti,j}0≤j<n
k ,1≤i≤k). Since Skj+`E1,1 = T1,jE`,1, we have

SqE1,1 ∈ C∗({Ti,j}0≤j<n
k ,1≤i≤k))

for all 1 ≤ q ≤ n. Whence
OnE1,1 ⊆ C∗({Ti,j}0≤j<n

k ,1≤i≤k)).

Using the fact that
Ei,j ∈ C∗({Ti,j}0≤j<n

k ,1≤i≤k))

for all i, j, Mk(On) = C∗({Ti,j}0≤j<n
k ,1≤i≤k)) as desired. Whence Mk(On) ' On for all k that divides

n.

Finally, we will demonstrate that O2 has a very interesting property (that the author cannot recall what
it is called).

Theorem 1.24. For all n ≥ 1 Mn(O2) is isomorphic to O2.

Proof. If n = 1 we are trivially done and if n = 2 we are done by Theorem 1.20. Thus suppose n = k + 1
where k ≥ 2. Let O2 be generated by the isometries S1 and S2. Let

T1 =



0 0 0 . . . . . . 0
I 0 0 . . . . . . 0
0 I 0 . . . . . . 0
...

. . .
. . .

. . .
...

0 . . . 0 I 0 0
0 . . . 0 0 S1 S2


and T2 =


S1 S2S1 S2

2S1 . . . Sk−1
2 S1 Sk2

0 0 0 0 0 0
...

...
...

...
...

...
0 0 0 0 0 0

 .
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Let {Ei,j}k+1
i,j=1 be the canonical matrix units. It is trivial to verify that T ∗1 T1 = Ik+1 = T ∗2 T2, T1T

∗
1 =∑k+1

j=2 Ej,j , and T2T
∗
2 = E1,1. Hence T1T

∗
1 + T2T

∗
2 = I. Whence, ifMn(O2) is generated by T1 and T2, then

Mn(O2) = C∗(T1, T2) ' O2 by Theorem 1.14.
We notice that E1,1 = T2T

∗
2 ∈ C∗(T1, T2). Moreover Eq+1,1 = T1Eq,1 for all 1 ≤ q ≤ k − 1. Hence

{Ei,1}ki=1 ⊆ C∗(T1, T2). Since C∗(T1, T2) is self-adjoint, we obtain {Ei,j}ki,j=1 ⊆ C∗(T1, T2).
Fix 1 ≤ q ≤ k. Notice

T2Eq,1 = Sq−1
2 S1E1,1 ∈ C∗(T1, T2).

Since C∗(T1, T2) is self-adjoint,
S∗1 (S∗2 )q−1E1,1 ∈ C∗(T1, T2).

However T1Ek,1 = S1Ek+1,1 ∈ C∗(T1, T2). Therefore

(S1Ek+1,1)(S∗1 (S∗2 )q−1E1,1) = S1S
∗
1 (S∗2 )q−1Ek+1,1 ∈ C∗(T1, T2)

for 1 ≤ q ≤ k. However

Ek+1,k+1 = T1T
∗
1 −

k∑
j=2

Ej,j ∈ C∗(T1, T2).

Whence
Ek+1,k+1T1Ek+1,k+1 = S2Ek+1,k+1 ∈ C∗(T1, T2).

Therefore
Sq−1

2 S1S
∗
1 (S∗2 )q−1Ek+1,1 ∈ C∗(T1, T2)

for all 1 ≤ q ≤ k.
Next notice that(

T1 −
k−1∑
i=1

Ei+1,i

)
T ∗2 = (S1S

∗
1 (S∗2 )k−1 + S2S

∗
2 (S∗2 )k−1)Ek+1,1 = (S∗2 )k−1Ek+1,1 ∈ C∗(T1, T2).

Therefore
(S2Ek+1,k+1)k−1((S∗2 )k−1Ek+1,1) = (S2)k−1(S∗2 )k−1Ek+1,1 ∈ C∗(T1, T2).

Since

(S2)k−1(S∗2 )k−1 +

k−1∑
q=1

Sq−1
2 S1S

∗
1 (S∗2 )q−1 = · · · = S2S

∗
2 + S1S

∗
1 = I

and
Sq−1

2 S1S
∗
1 (S∗2 )q−1Ek+1,1 ∈ C∗(T1, T2)

for all 1 ≤ q ≤ k, Ek+1,1 ∈ C∗(T1, T2) Whence C∗(T1, T2) contains all the matrix units.
Next we notice that S1E1,1 ∈ C∗(T1, T2) from above and

E1,k+1(S2Ek+1,k+1)Ek+1,1 = S2E1,1 ∈ C∗(T1, T2).

Therefore OnE1,1 ⊆ C∗(T1, T2) and since the matrix units are in C∗(T1, T2), we obtain that Mn(O2) =
C∗(T1, T2) as desired.
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2 Purely Infinite C∗-Algebras

In this chapter we will further our knowledge of simple C∗-algebras. In particular, we will be interested
in simple C∗-algebras that have certain types of projections. We will then narrow our focus to the ‘purely
infinite’ C∗-algebras and we will use Theorem 1.12 to conclude that the Cuntz algebras are purely infinite.
Purely infinite C∗-algebras are of major interest to us and will be studied further in the next chapter.

The results for this chapter were developed from the excellent book [Da] (if you are reading these notes,
you should definitely invest in this book).

We begin with several definitions pertaining to projections in a C∗-algebra.

Definition 2.1. Let A be a C∗-algebra. A projection P ∈ A is said to be infinite if there exists a non-zero
proper subprojection Q ∈ A of P such that Q ∼ P (that is, there exists a partial isometry V ∈ A such that
P = V ∗V and Q := V V ∗ < P ). We say that P is properly infinite if there exists non-zero projections Q1

and Q2 in A such that P ∼ Q1 ∼ Q2 and Q1 +Q2 ≤ P (note this last condition automatically implies that
Q1 and Q2 are orthogonal).

A C∗-algebra A is said to be infinite if it contains an infinite projection and is said to be properly infinite
if it contains a properly infinite projection.

Our first result is that if a C∗-algebra is simple and infinite then it is properly infinite. Before we prove
this, we have a simple technical lemma.

Lemma 2.2. Let A be a simple (not necessarily unital) C∗-algebra. If Q ∈ A is a projection and P ∈ A is
any non-zero positive operator then there exists elements Zi ∈ A such that Q =

∑n
i=1 ZiPZ

∗
i .

Proof. Without loss of generality, ‖P‖ = 1. Since A is simple, Q is in the closure of the algebraic ideal
generated by P . Therefore there exists {Xi}ni=1, {Yi}ni=1 ⊆ A such that ‖Q−

∑n
i=1XiPYi‖ < 1

2 . Hence∥∥∥∥∥2Q−
n∑
i=1

XiPYi −
n∑
i=1

Y ∗i PX
∗
i

∥∥∥∥∥ < 1.

Thus

2Q ≤ I +

n∑
i=1

XiPYi +

n∑
i=1

Y ∗i PX
∗
i

in the unitization of A so

2Q ≤ Q+

n∑
i=1

QXiPYiQ+

n∑
i=1

QY ∗i PX
∗
i Q.

However, since (Xi − Y ∗i )P (X∗i − Yi) ≥ 0, XiPYi + Y ∗i PX
∗
i ≤ XiPX

∗
i + Y ∗i PY

∗
i so

Q ≤
n∑
i=1

QXiPYiQ+

n∑
i=1

QY ∗i PX
∗
i Q

≤
n∑
i=1

QXiPX
∗
i Q+

n∑
i=1

QY ∗i PYiQ

≤

(
n∑
i=1

‖Xi‖2 + ‖Yi‖2
)
Q.

Let

c :=

n∑
i=1

‖Xi‖2 + ‖Yi‖2 and A :=

n∑
i=1

QXiPX
∗
i Q+

n∑
i=1

QY ∗i PYiQ.
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Hence Q ≤ A ≤ cQ. By viewing Q as a projection in B(H) and using the fact that Q ≤ A ≤ cQ, we see that
A commutes with Q, (I −Q)A = A(I −Q) = 0, and σ(A) ⊆ {0} ∪ [1, c]. Define f ∈ C({0} ∪ [1, c]) by

f(x) =

{
0 if x = 0

x−
1
2 if x ∈ [1, c]

.

Hence f(A) is well-defined and, by considering the decomposition of B(H) given by Q,

Q = f(A)Af(A) =

n∑
i=1

f(A)QXiPX
∗
i Qf(A) +

n∑
i=1

f(A)QY ∗i PYiQf(A).

Therefore Q can be written as Q =
∑m
i=1 ZiPZ

∗
i with Zi ∈ A.

Lemma 2.3. Let A be a simple, infinite C∗-algebra. Then for every infinite projection Q ∈ A there exists
partial isometries {Vn}∞n=1 ⊆ A such that Q = V ∗n Vn for all n ∈ N and

∑n
k=1 VkV

∗
k < Q for all n ∈ N. Hence

Q is a properly infinite projection.

Proof. Let Q ∈ A be an infinite projection. Let V ∈ A be a non-zero partial isometry such that P :=
V V ∗ < V ∗V = Q. Since A is simple and Q− P > 0, Lemma 2.2 implies that there exists Xi ∈ A such that∑n
i=1X

∗
i (Q− P )Xi = Q. Let

T1 :=

n∑
i=1

V i−1(Q− P )Xi.

Since V is a partial isometry in A with (Q − P )V = 0 = V ∗(Q − P ), V i(Q − P ) have pairwise orthogonal
ranges for all i (as (V i(Q − P ))∗(V j(Q − P )) = (Q − P )V j−i(Q − P ) = 0 for all j > i). Moreover, each
V i−1(Q− P ) is a partial isometry as (V i(Q− P ))∗(V i(Q− P )) = (Q− P ). Therefore

T ∗1 T1 =

n∑
i,j=1

X∗i (Q− P )(V ∗)i−1V j−1(Q− P )Xi =

n∑
i=1

X∗i (Q− P )Xi = Q.

Hence T1 must be a partial isometry so T1T
∗
1 is a projection. Since the range of T1 is clearly contained in

the span of the ranges of V i−1(Q− P ) and each V i−1(Q− P ) is a partial isometry, we obtain that

T1T
∗
1 ≤

n∑
i=1

V i−1(Q− P )2(V ∗)i−1 =

n∑
i=1

V i−1(Q− V V ∗)(V ∗)i−1 = Q− V n(V ∗)n.

For each i ≥ 2 let Ti = V n(i−1)T1 ∈ A. Then clearly each Ti is an isometry with T ∗i Ti = Q and

TiT
∗
i = V n(i−1)T1T

∗
1 (V ∗)n(i−1) ≤ V n(i−1)(V ∗)n(i−1) − V n(i)(V ∗)n(i)

for all i ≥ 2. Hence
∑k
i=1 TiT

∗
i = Q− V k(i)(V ∗)k(i) < Q for all k ≥ 1 as desired.

Applying the above result and Theorem 1.15, we trivially obtain the following.

Corollary 2.4. Let A be a simple, infinite C∗-algebra. Then A contains O∞ as a C∗-subalgebra.

Moreover, combining this result with Remarks 1.16, we obtain the following.

Corollary 2.5. If A is a simple, infinite C∗-algebra then On is a quotient of a C∗-subalgebra of A for all
n ≥ 2.

Proof. By Corollary 2.4 O∞ ⊆ A. By Remarks 1.16 O∞ contains a C∗-subalgebra A such that On is a
quotient of A.

Our final result pertaining to simple C∗-algebras and infinite projections is the following.
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Proposition 2.6. Let A be a simple C∗-algebra. Suppose that P and Q are projections in A and P is
infinite. Then Q is equivalent to a subprojection of P .

Proof. By Lemma 2.2 there exists elements {Zi}mi=1 ⊆ A such that Q =
∑m
i=1 Z

∗
i PZi and, by Lemma 2.3,

there exists partial isometries {Vi}mi=1 ⊆ A such that V ∗i Vi = P and
∑m
i=1 ViV

∗
i < P . Let V :=

∑m
i=1 ZiPV

∗
i .

Then

V V ∗ =

m∑
i,j=1

ZiPV
∗
i VjPZ

∗
j =

m∑
i=1

ZiPZ
∗
i = Q.

Hence V is a partial isometry so V ∗V is a projection. Moreover, since
∑m
i=1 ViV

∗
i < P , V ∗i P = V ∗i and

PVi = Vi so

PV ∗V P =

m∑
i,j=1

PViPZ
∗
i ZjPV

∗
j P = V ∗V

and thus Q = V V ∗ ∼ V ∗V ≤ P as claimed.

Before we move onto purely infinite C∗-algebra, we first need to develop a little theory about hereditary
C∗-subalgebras.

Definition 2.7. Let A be a C∗-algebra. A non-zero subset B of A is said to be hereditary if whenever
0 ≤ A ≤ B with A ∈ A and B ∈ B then A ∈ B.

To prove some results about hereditary subalgebras, we need the following technical lemma.

Lemma 2.8. Let A be a C∗-algebra. Suppose A,B ∈ A are such that 0 ≤ A∗A ≤ B. Then there exists an
element C ∈ A such that A = CB

1
4 .

Proof. Let Ã be the unitization of A. For each n ∈ N, let Cn := A
(
B + 1

nI
)− 1

2 B
1
4 which lies in A as A is

an ideal in Ã. We claim that Cn is a Cauchy sequence in A. To see this, for each n,m ∈ N let

Dn,m :=

(
B +

1

n

)− 1
2

−
(
B +

1

m

)− 1
2

∈ Ã

and let fn ∈ C([0, ‖B‖]) be the continuous functions defined fn(x) = x
3
4

(
x+ 1

n

)− 1
2 . It is clear that (fn)n≥1

is a Cauchy sequence in the uniform norm on C([0, ‖B‖]) and thus (fn(B))n≥1 is a Cauchy sequence in A.
Moreover we notice that

‖Cn − Cm‖2 = ‖(Cn − Cm)∗(Cn − Cm)‖

=
∥∥∥B 1

4Dn,mA
∗ADn,mB

1
4

∥∥∥
≤
∥∥∥B 1

4Dn,mBDn,mB
1
4

∥∥∥
=
∥∥∥B 3

4Dn,mDn,mB
3
4

∥∥∥
= ‖fn(B)− fm(B)‖2

and thus (Cn)n≥1 is a Cauchy sequence in A.
Let C := limn→∞ Cn ∈ A. Then∥∥∥A− CB 1

4

∥∥∥2

= lim
n→∞

∥∥∥(A− CnB
1
4 )∗(A− CnB

1
4 )
∥∥∥

= lim
n→∞

∥∥∥∥∥
(
IA −

(
B +

1

n
I

)− 1
2

B
1
2

)∗
A∗A

(
IA −

(
B +

1

n
I

)− 1
2

B
1
2

)∥∥∥∥∥
≤ lim sup

n→∞

∥∥∥∥∥
(
IA −

(
B +

1

n
I

)− 1
2

B
1
2

)∗
B

(
IA −

(
B +

1

n
I

)− 1
2

B
1
2

)∥∥∥∥∥
= lim sup

n→∞
‖gn(B)‖
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where gn(x) =

(
1−

√
x

x+ 1
n

)2

x. Since 0 ≤
√

x
x+ 1

n

≤ 1, we have

1− 2

√
x

x+ 1
n

+

(√
x

x+ 1
n

)2

≤ 1−

(√
x

x+ 1
n

)2

so

0 ≤ gn(x) ≤

1−

(√
x

x+ 1
n

)2
x =

1
n

x+ 1
n

x ≤ 1

n

for all x ≥ 0. Hence ‖gn(B)‖ ≤ 1
n so

∥∥∥A− CB 1
4

∥∥∥2

≤ lim supn→∞
1
n = 0. Hence A = CB

1
4 as desired.

Note that the above result can be used to show that closed ideals in a C∗-algebra (which are automatically
C∗-subalgebras) are hereditary C∗-subalgebras.

Lemma 2.9. Let A be a C∗-algebra and A ∈ A be positive. Then AAA is the smallest hereditary C∗-
subalgebra containing A. Moreover every separable hereditary subalgebra has this form.

Proof. Let A be a positive element of A. Clearly AAA is a C∗-subalgebra of A. For every ε > 0 define

fε(x) =

{
1
ε2x if x ∈ [0, ε]
1
x if x > ε

.

Then fε is continuous on σ(A) (and fε(0) = 0) so fε(A) ∈ A. Since fε(x)x2 = x if x > ε and 0 ≤ fε(x)x2 ≤ x
if x ∈ [0, ε],

∥∥fε(x)x2 − x
∥∥
σ(A)

→ 0 as ε→ 0. Hence Afε(A)A→ A as ε→ 0. Thus A ∈ AAA.

Next we claim that AAA is contained in any hereditary C∗-subalgebra of A containing A. To see this,
suppose B is a hereditary C∗-subalgebra of A containing C∗(A). If C ∈ A is positive then 0 ≤ ACA ≤
‖C‖2A2. Since ‖C‖2A2 ∈ C∗(A) ⊆ B and B is hereditary, ACA ∈ B. As this holds for all positive C ∈ A
and every element of A is the linear combination of four positive elements, AAA ⊆ B. Hence AAA ⊆ B.

To see that AAA is a hereditary C∗-subalgebra of A, suppose B ∈ A and C ∈ AAA are such that
0 ≤ B ≤ C. Thus 0 ≤ B

1
2B

1
2 ≤ C. By Lemma 2.8, there exists a D ∈ A so that B

1
2 = DC

1
4 . Whence B =

C
1
4D∗DC

1
4 . Since C ∈ AAA, C

1
4 ∈ C∗(C) ⊆ AAA. Thus there exists An ∈ A so that C

1
4 = limn→∞AAnA.

Thus B = limn→∞A(AnAD
∗DAAn)A ∈ AAA. Whence AAA is hereditary.

Lastly, we desire to show that every separable hereditary C∗-subalgebra of A has the form AAA for some
A ∈ A positive. Suppose B be a C∗-subalgebra of A that is separable and hereditary. Since B is separable,
there is a countable set {An}n≥1 of positive elements of B of norm at most 1 so that B = C∗({An}n≥1).
Let A :=

∑
n≥1

1
2nAn ∈ B. Consider C := AAA which is a hereditary C∗-subalgebra of A since A ≥ 0. Since

A ∈ C by above, 0 ≤ 1
2nAn ≤ A for all n, and C is hereditary, An ∈ C for all n so B = C∗({An}n≥1) ⊆ C.

However, if X ∈ A is positive, 0 ≤ AXA ≤ ‖X‖A2 and ‖X‖A2 ∈ B. Whence A(A+)A ⊆ B so AAA ⊆ B
and thus C ⊆ B. Hence B = C as desired.

Now we are finally ready to define one of the main objects of study in these notes.

Definition 2.10. A C∗-algebra A is said to be purely infinite if every hereditary C∗-subalgebra is an infinite
C∗-algebra.

It turns out that the Cuntz algebras are our first examples of purely infinite C∗-algebras. The easiest
way to show this is the following theorem.

Theorem 2.11. Let A be a unital, simple C∗-algebra that is not isomorphic to C. Then the following are
equivalent.

1. A is purely infinite.
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2. For all A ∈ A \ {0}, there exists X,Y ∈ A such that XAY = I.

3. For all positive A ∈ A \ {0} and ε > 0, there exists an X ∈ A such that XAX∗ = I and ‖X‖ <
‖A‖−

1
2 + ε.

Proof. Suppose (3) holds and let X ∈ A \ {0}. Then X∗X > 0 so there exists a Y ∈ A such that I =
Y (X∗X)Y ∗ = (Y X∗)X(Y ∗). Therefore (3) implies (2).

Suppose that (2) holds. We desire to show that A is purely infinite. Let B be a hereditary C∗-subalgebra
of A and let B ∈ B be a non-zero positive element that is not invertible (such an element always exists
unless B = C and thus, since B is hereditary, we would have A = C). By (2) there exists X,Y ∈ A \ {0}
such that XB

1
2Y = I. Therefore

I = Y ∗B
1
2X∗XB

1
2Y ≤ ‖X‖2 Y ∗BY

Therefore, if Z0 := ‖X‖ (Y ∗BY )
− 1

2 , I = (Z0Y
∗)B(Y Z0). Hence there exists a Z ∈ A such that ZBZ∗ = I

(thus proving (3) without the norm estimates).

Let V := B
1
2Z∗. Therefore V ∗V = I. Moreover P := V V ∗ = B

1
2Z∗ZB

1
2 ∈ B. Thus, as P ≤ ‖Z‖2B

and B is not invertible, P 6= I so V is a proper isometry. Hence V (I − P )V ∗ is a non-zero projection. Let
W := V P . Then

W = B
1
2Z∗B

1
2Z∗ZB

1
2 ∈ B 1

2AB
1
2 ⊆ B

by Lemma 2.9. Moreover W ∗W = PV ∗V P = P and WW ∗ = V PV ∗. However, since V PV ∗ and V (I−P )V ∗

are orthogonal projections with V PV ∗+V (I−P )V ∗ = V V ∗ = P and V (I−P )V ∗ is non-zero, V PV ∗ must
be a proper subprojection of P in B that is equivalent to P in B. Hence B is infinite and, as B was an
arbitrary hereditary C∗-subalgebra of A, A is purely infinite.

Lastly, suppose that (1) holds and let A ∈ A be a positive operator of norm 1. For each 0 < ε < 1
2 , define

the function

fε(x) =

{
0 if x < 1− ε
1− 1

ε (1− x) if x ∈ [1− ε, 1]
.

Let Bε := fε(A)Afε(A) which is a hereditary C∗-subalgebra of A by Lemma 2.9. Therefore, since A is purely
infinite, there exists an infinite projection Pε ∈ Bε. By considering spectral projections in B(H) and by
considering the definition of Bε, we clearly have that Pε ≤ EA([1 − ε, 1]). Therefore PεAPε ≥ (1 − ε)Pε.
Since A is simple, Proposition 2.6 implies that the identity I of A is equivalent to a subprojection of Pε.
Hence there exists a proper isometry Vε such that VεV

∗
ε ≤ Pε. Therefore V ∗ε Pε = V ∗ε and PεVε = Vε.

Let
Bε := V ∗ε AVε = (V ∗ε Pε)A(PεVε) ≥ (1− ε)V ∗ε PεVε = (1− ε)V ∗ε Vε = (1− ε)I.

Therefore Bε is invertible and

(B
− 1

2
ε V ∗ε )A(VεB

− 1
2 ) = I.

Finally, we notice that ∥∥∥VεB− 1
2

ε

∥∥∥ ≤ ∥∥∥B− 1
2

ε

∥∥∥ ≤ (1− ε)− 1
2 < 1 + ε

(as Bε ≥ (1− ε)I and 0 < ε < 1
2 ) which completes the proof.

Thus, by Theorems 1.12 and 1.13, we have the following.

Corollary 2.12. O∞ and On are purely infinite for all n ≥ 2.

To conclude this section, we make the following observation (thus explaining the term ‘purely infinite’).

Lemma 2.13. Let A be a unital, purely infinite C∗-algebra. If P ∈ A is a non-zero projection then PAP is a
unital, purely infinite C∗-algebra. Hence all projections in a purely infinite C∗-algebra are infinite. Moreover,
if A is simple, PAP is simple.
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Proof. Clearly PAP is a unital C∗-algebra. To see that PAP is purely infinite, suppose B is a hereditary
C∗-subalgebra of PAP . Clearly B is a C∗-subalgebra of A. We claim that B is a hereditary C∗-subalgebra
of A. To see this, suppose that A ∈ A and B ∈ B are such that 0 ≤ A ≤ B. Since B ∈ PAP and PAP is a
hereditary C∗-subalgebra of A by Lemma 2.9, A ∈ PAP . Therefore, since B is a hereditary C∗-subalgebra
of PAP , A ∈ B. Hence B is a hereditary C∗-subalgebra of A. Since A is purely infinite, B is an infinite
C∗-algebra. Hence PAP is purely infinite. Therefore PAP contains an infinite projection and thus P is
infinite.

Lastly, suppose that A is simple. Suppose J is a non-zero ideal in PAP . Therefore, there exists a non-zero
positive operator A ∈ J. By Lemma 2.2 there exists Xj , Yj ∈ A such that I =

∑n
j=1XjAYj . Hence, as

A ∈ PAP , P =
∑n
j=1(PXjP )A(PYjP ) ∈ J. Hence J = PAP as desired.

Using the above lemma along with Lemma 2.3 and Proposition 2.6, we have the following important
result.

Theorem 2.14. Let A be a unital, simple, purely infinite C∗-algebra and let P and Q be projections in A
with P non-zero. Then there exists a projection Q′ ∈ A such that Q ∼ Q′ and Q′ < P .

Proof. Since P is non-zero, Lemma 2.13 implies that P is an infinite projection. Therefore, since A is unital
and simple, Lemma 2.3 implies that P is properly infinite. Therefore, there exists a non-zero projection
P ′ ∈ A such that P ∼ P ′ and P ′ < P . However Lemma 2.13 also implies P ′ is an infinite projection so
Proposition 2.6 implies that there exists a projection Q′ ∈ A such that Q ∼ Q′ and Q′ ≤ P ′ < P .
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3 Tensor Products of Purely Infinite C∗-Algebras

In this chapter, we will study the minimal tensor product of two unital, simple, purely infinite C∗-algebras.
The main goal of this chapter is to prove that the three properties listed in the previous sentence are preserved
under taking minimal tensor products.

Most of the results for this chapter were developed from the book [Ro2] and the additional papers
referenced there. The portion of the chapter on excising states is from the paper [AAP].

It is clear that the minimal tensor product of two unital C∗-algebras is again a unital C∗-algebra. It is
also well-known that the minimal tensor product of two simple C∗-algebras is again a simple C∗-algebra. As
many proofs involving tensor products of C∗-algebras are incorrect, we include a proof here. We begin with
the following observation.

Lemma 3.1. Let π : A⊗min B→ C be a ∗-homomorphism such that π|A�B is injective. Then π is injective.

Proof. Let π : A ⊗min B → C be a ∗-homomorphism which is injective when restricted to A � B. Let α
be the C∗-norm on π(A � B) ' A � B induced by C. Thus, as A ⊗α B ⊆ C is the smallest C∗-algebra
generated by π(A�B), we have that π : A⊗min B→ A⊗αB is a continuous ∗-homomorphism. Since every
∗-homomorphism of a C∗-algebra is contractive, α(t) ≤ ‖t‖min for all t ∈ A �B and thus α = ‖ · ‖min (as
‖ · ‖min is the smallest C∗-norm on A�B). Whence π is an isometry that is the identity on a dense subset
and thus π is injective on A⊗min B.

To proceed with the proof that the minimal tensor product of two simple C∗-algebras is simple, we will
need the technical Lemma 3.3. To prove said lemma, we will need to make some common definitions.

Definition 3.2. Let A ⊆ B(H) be a C∗-algebra. The commutant of A in B(H), denoted A′, is the set

A′ := {T ∈ B(H) | AT = TA for all A ∈M}.

The double commutant of A, denoted M′′, is the set A′′ := (A′)′.
We say that a von Neumann algebra M is a factor if M ∩M′ = {CIH}.

The following proof is based on Proposition 4.20 of [Ta].

Lemma 3.3. Let M ⊆ B(H) be a factor and let π : M�M′ → B(H) be the product map (i.e. π(T⊗S) = TS
which will be well-defined since M and M′ commute). If π (

∑n
i=1Ai ⊗Bi) = 0 for some (Ai)

n
i=1 ⊆ M and

(Bi)
n
i=1 ⊆M′, then

∑n
i=1Ai ⊗Bi = 0.

Proof. Suppose that π (
∑n
i=1Ai ⊗Bi) = 0 so

∑n
i=1AiBi = 0. Let Hn be any finite dimensional Hilbert

space with orthonormal basis {e1, . . . , en} and let K := H⊗Hn. Let

K0 := span

{
n∑
i=1

BBiξ ⊗ ei | B ∈M′, ξ ∈ H

}
.

Notice that 〈
n∑
i=1

BBiξ ⊗ ei,
n∑
j=1

A∗jη ⊗ ej

〉
=

n∑
i=1

〈BBiξ, A∗i η〉

=

n∑
i=1

〈AiBBiξ, η〉

=

〈
B

(
n∑
i=1

AiBi

)
ξ, η

〉
= 0

for all η, ξ ∈ H and B ∈M′. Thus
∑n
j=1A

∗
jη ⊗ ej is orthogonal to K0 for all η ∈ H.
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Let P be the projection of K onto K0. We can view P as an n× n matrix [Pi,j ] where Pi,j ∈ B(H) since
Hn is finite dimensional. Notice for any B ∈M′ and ξ ∈ H that

n∑
j=1

BBjξ ⊗ ej = [Pi,j ]

n∑
j=1

BBjξ ⊗ ej =

n∑
i,j=1

Pi,jBBjξ ⊗ ej .

Therefore we clearly obtain that BBj =
∑n
i=1 Pi,jBBj for all B ∈M′ (specifically B = I will be useful) and

all 1 ≤ j ≤ n.
Since we have seen that

∑n
j=1A

∗
jη ⊗ ej is orthogonal to K0 for all η ∈ H, we have that

0 = P

n∑
j=1

A∗jη ⊗ ej =

n∑
i,j=1

Pi,jA
∗
jη ⊗ ej

so
∑n
j=1 Pi,jA

∗
j = 0. By taking adjoints (and noting that P = P ∗ so P ∗i,j = Pj,i), we obtain that∑n

j=1AjPj,i = 0.
Notice that (B ⊗ I)K0 ⊆ K0 for all B ∈M′ and for any A ∈M and B ∈M′

(A⊗ I)

(
n∑
i=1

BBiξ ⊗ ei

)
=

n∑
i=1

ABBiξ ⊗ ei =

n∑
i=1

BBi(Aξ)⊗ ei ∈ K0.

Whence K0 is invariant under M ⊗ CI and M′ ⊗ CI. Thus K0 is invariant under (M ∪M′) ⊗ CI and by
taking SOT-limits, it is invariant under (M ∪M′)

′′ ⊗ CI. However (M ∪M′)′ = CI since M is a factor so
K0 is invariant under B(H) ⊗ CI. Since K0 is fixed by B(H) ⊗ CI, P must commute with B(H) ⊗ CI and
thus P ∈ CI ⊗ B(Hn). This implies that each Pi,j is a scalar multiple of IH. But then

n∑
i=1

Ai ⊗Bi =

n∑
i=1

Ai ⊗

 n∑
j=1

Pi,jBj


=

n∑
i,j=1

Ai ⊗ Pi,jBj

=

n∑
i,j=1

Pi,jAi ⊗Bj

=

n∑
j=1

(
n∑
i=1

Pi,jAi

)
⊗Bj = 0

as desired.

Proposition 3.4. Let A and B be C∗-algebras. Then A⊗α B is simple if and only if α = ‖ · ‖min and both
A and B are simple.

Proof. First suppose that α 6= ‖ · ‖min. Then the ∗-homomorphism π : A ⊗α B → A ⊗min B is such that
0 ( ker(π) ( A⊗α B. Thus A⊗α B is not simple. Similarly, if α = ‖ · ‖min and A is not simple, then there
exists a non-zero ideal J 6= A. Whence J �B is an algebraic ideal of A �B. Thus J ⊗min B is a non-zero
ideal of A ⊗min B. To see that J ⊗min B 6= A ⊗min B we note that there exists a state ϕ on A such that
ϕ(J) = 0 (consider the quotient map). Then, if ψ is any state on B, ϕ× ψ extends to a state on A⊗min B.
However, (ϕ × ψ)(J �B) = {0} so (ϕ × ψ)(J ⊗min B) = {0} by continuity. Since ϕ × ψ 6= 0 on A ⊗min B,
J⊗min B 6= A⊗min B so A⊗min B is not simple. Similarly, if B is not simple, A⊗min B is not simple.

Suppose that α = ‖ ·‖min and both A and B are simple. If A ⊗min B was not simple, by considering
the quotient map and an irreducible representation of the quotient algebra there would exists a non-faithful
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irreducible representation of A ⊗min B. Thus it suffices to check that every irreducible representation of
A ⊗min B is faithful. Let π : A ⊗min B → B(H) be an irreducible representation. Then there exists non-
degenerate ∗-homomorphism π1 : A → B(H) and π2 : B → B(H) such that π = π1 × π2 (πj must be
non-degenerate or else π would have an invariant subspace). Since π is irreducible, π(A ⊗min B)′ = CI.
However, by density and continuity, CI = π(A ⊗min B)′ = π1(A)′ ∩ π2(B)′. Since π1(A) ⊆ π2(B)′, π1(A)

′′

is a factor. Moreover π2(B) ⊆ π1(A)′.
By Lemma 3.1, to show that π is injective, it suffices to show that π|A�B is injective. However, if

π (
∑n
i=1Ai ⊗Bi) = 0,

∑n
i=1 π1(Ai)π2(Bi) = 0. By Lemma 3.3,

0 =

n∑
i=1

π1(Ai)� π2(Bi) = (π1 ⊗ π2)

(
n∑
i=1

Ai �Bi

)
.

Since A and B are simple (and thus have no closed ideals) π1 and π2 must be injective. Whence π1 ⊗ π2 is
injective and thus 0 = (π1 ⊗ π2) (

∑n
i=1Ai �Bi) implies

∑n
i=1Ai � Bi = 0. Whence π|A�B is injective so

A⊗min B is simple.

It remains to show that the minimal tensor product of purely infinite C∗-algebras is again purely infinite.
The proof of this fact will come from a simple application of Kirchberg’s Slice Lemma. However, to prove
Kirchberg’s Slice Lemma (and for later results), we will need to discuss excising states in a C∗-algebra.

Definition 3.5. Let A be a C∗-algebra and let ϕ be a state on A. A net (Aλ)Λ of positive elements of A
with norm one is said to excise ϕ if limΛ

∥∥ϕ(A)A2
λ −AλAAα

∥∥ = 0 for all A ∈ A.

Example 3.6. Let X be a compact Hausdorff space, let x ∈ X be fixed, and define ϕ : C(X) → C by
ϕ(f) = f(x). Let (Uλ)Λ be a neighbourhood basis of the point x. By Urysohn’s Lemma there exists a net
(fα)Λ of positive, norm one elements of C(X) such that fλ(x) = 1 and fλ|Ucλ = 0. By standard continuous

function arguments, it is easy to see that limΛ

∥∥f(x)f2
λ − fλffλ

∥∥
∞ = 0 for all f ∈ C(X). Hence ϕ excised

by (fλ)Λ.

Notice in the above example that ϕ was a pure state. This leads us to the following result.

Proposition 3.7. Let A be a unital C∗-algebra and let ϕ : A → C be a pure state. Then ϕ can be excised
by a decreasing net (Aλ)Λ such that ϕ(Aλ) = 1 for all λ.

Proof. Let L := {B ∈ A | ϕ(B∗B) = 0} and let N := L∩L∗. First we claim that N is a C∗-algebra. To see
this, we recall from the GNS construction that L is a closed left ideal in A. Therefore it is clear that N is a
closed, self-adjoint linear space. To see that N is an algebra, we notice that if A,B ∈ N, then AB ∈ L since
B ∈ L and L is a left ideal and AB ∈ L∗ since A ∈ L∗ and L∗ is a right ideal. Hence N is a C∗-algebra (in
fact, it can be shown to be hereditary).

Let (Eλ)Λ is any C∗-bounded approximate identity for the C∗-algebra N. For each λ ∈ Λ, define

Aλ := IA − Eλ.

Clearly (Aλ)Λ is a decreasing net of positive operators that is majorized by IA and

ϕ(Aλ) = ϕ(IA)− ϕ(Eλ) = 1

since E
1
2

λ ∈ N ⊆ L so the definition of L implies ϕ(Eλ) = 0. Hence ‖Aλ‖ = 1 for all λ ∈ Λ.
Next we claim that ker(ϕ) = L+ L∗. To see this, we notice that if A ∈ L then

0 ≤ |ϕ(A)| ≤ ϕ(A∗A)ϕ(I∗AIA) = 0

by Cauchy Schwarz inequality for positive sesquilinear forms. Hence L ⊆ ker(ϕ). Similarly, if A ∈ L∗,
ϕ(A∗) = 0 so ϕ(A) = 0 as ϕ is positive. Hence L + L∗ ⊆ ker(ϕ). To see the other inclusion, suppose
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B ∈ ker(ϕ). Since ϕ is positive and thus ϕ(B∗) = ϕ(B) = 0, Re(B), Im(B) ∈ ker(ϕ). Hence it suffices to
show that if B ∈ ker(ϕ) and B is self-adjoint then B ∈ L+ L∗.

Let π : A → B(H) and ξ ∈ H be the cyclic representation of ϕ given by the GNS construction. Hence
ϕ(A) = 〈π(A)ξ, ξ〉 for all A ∈ A. Since ϕ is a pure state, π is irreducible. Let B ∈ ker(ϕ) be self-
adjoint. Therefore ϕ(B) = 〈π(B)ξ, ξ〉 = 0. Hence π(B)ξ and ξ are orthogonal vectors. By the Strong
Kadison Transitivity Theorem, there exists a self-adjoint A ∈ A such that π(A)(π(B)ξ) = 0 and π(A)ξ = ξ.
Therefore

ϕ((AB)∗(AB)) = 〈π(A)π(B)ξ, π(A)π(B)ξ〉 = 0

and
ϕ((B −AB)(B −AB)∗) = 〈π(B)ξ − π(B)π(A)ξ, π(B)ξ − π(B)π(A)ξ〉 = 0

as all the operators under consideration are self-adjoint. Hence AB ∈ L and B − AB ∈ L∗ so B ∈ L+ L∗.
Hence ker(ϕ) = L+ L∗ as desired.

Finally we notice that if A ∈ A then A − ϕ(A)IA ∈ ker(ϕ). Hence there exists T, S ∈ L such that
A − ϕ(A)IA = T + S∗. Notice T ∗T, S∗S ∈ L since L is a left ideal and T, S ∈ L. Since T ∗T and S∗S are
self-adjoint, T ∗T, S∗S ∈ N. Hence

lim
Λ

∥∥AλAAλ − ϕ(A)A2
λ

∥∥ = lim
Λ
‖Aλ(A− ϕ(A)IA)Aλ‖

= lim
Λ
‖Aλ(T + S∗)Aλ‖

≤ lim sup
Λ
‖T (IA − Eλ)‖+ ‖(IA − Eλ)S∗‖

≤ lim sup
Λ
‖T (IA − Eλ)‖+ ‖S(IA − Eλ)‖

≤ lim sup
Λ
‖T ∗T (IA − Eλ)‖

1
2 + ‖S∗S(IA − Eλ)‖

1
2 = 0

as (Eλ)Λ is a C∗-bounded approximate identity of N. Therefore, since A ∈ A is arbitrary, (Aλ)Λ excises
ϕ.

It turns out to be easy to extend our knowledge of state that can be excise by taking weak∗-limits.

Proposition 3.8. Let A be a unital C∗-algebra and let ϕ : A → C be a state that is a weak∗-limit of pure
states. Then ϕ can be excised in A.

Proof. For each finite subset A1, . . . , An and each ε > 0 there exists a pure state ψ on A such that |ψ(Ai)−
ϕ(Ai)| < ε for all i ∈ {1, . . . , n}. By Proposition 3.7, there exists a positive element B ∈ A with ‖B‖ = 1
such that

∥∥ψ(Ai)B
2 −BAiB

∥∥ < ε for all i ∈ {1, . . . , n}. Hence∥∥ϕ(Ai)B
2 −BAiB

∥∥ ≤ |ϕ(Ai)− ψ(Ai)| ‖B‖2 +
∥∥ψ(Ai)B

2 −BAiB
∥∥ < 2ε

for all i ∈ {1, . . . , n}. Therefore, since the above works for every ε > 0 and every finite subset of A, ϕ can be
excised on A.

Now that we have developed which states we can excise, we can finally prove Kirchberg’s Slice Lemma.
Before we begin, we shall prove a small technical lemma.

Lemma 3.9. Let A be a unital C∗-algebra, let A,B ∈ A+, and fix ε > ‖A−B‖. Then there exists a
contraction D ∈ A such that DBD∗ = (A− εI)+ (where (A− εI)+ is the positive part of A− εI).

Proof. For each r > 1 define gr : [0,∞) → [0,∞) by gr(x) = min{x, xr}. It is clear that gr(B) → B as
r → 1. Since ‖A−B‖ < ε, there exists an r0 > 1 such that ‖A− gr0(B)‖ < ε. Let B0 := gr0(B) and
let 0 ≤ ε1 := ‖A− gr0(B)‖ < ε. Thus A − ε1 ≤ B0. By the definition of gr0 , we see that B0 ≤ B and
B0 ≤ Br0 . Since ε1 < ε, by considering the Continuous Functional Calculus (and assuming ε ≤ 1) we can
find a contraction E ∈ C∗(A) such that E(A− ε1I)E = (A− εI)+. Hence (A− εI)+ ≤ EB0E.
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Let X := B
1
2
0 E ∈ A and view A as a unital C∗-subalgebra of B(H). Therefore there exists a partial

isometry V ∈ B(H) such that X = V |X|. It is well-known that V is the WOT-limit of X
(
X∗X + 1

nI
)− 1

2

and thus V ∈ A′′. Let Y := V ((A − εI)+)
1
2 ∈ A′′. We claim that Y ∈ A. To see this, we notice that Y is

the WOT-limit of Tn := X
(
X∗X + 1

nI
)− 1

2 ((A − εI)+)
1
2 ∈ A. Hence it suffices to show that (Tn)n≥1 is a

Cauchy sequence in A. However, since (A− εI)+ ≤ EB0E = X∗X, we see that if

Zn,m :=

((
X∗X +

1

n
I

)− 1
2

−
(
X∗X +

1

m
I

)− 1
2

)
then

‖Tn − Tm‖2

= ‖(Tn − Tm)(T ∗n − T ∗m)‖
= ‖XZn,m(A− εI)+Zn,mX

∗‖

≤

∥∥∥∥∥X
((

X∗X +
1

n
I

)− 1
2

−
(
X∗X +

1

m
I

)− 1
2

)
X∗X

((
X∗X +

1

n
I

)− 1
2

−
(
X∗X +

1

m
I

)− 1
2

)
X∗

∥∥∥∥∥
=

∥∥∥∥∥XX∗
(
XX∗ +

1

n
I

)− 1
2

−XX∗
(
XX∗ +

1

m
I

)− 1
2

∥∥∥∥∥
2

.

However, since fn(x) = x√
x+ 1

n

converges to
√
x uniformly on σ(XX∗), we see that (Tn)n≥1 is a Cauchy

sequence in A. Hence Y ∈ A as desired.
Next we notice that

Y ∗Y = ((A− εI)+)
1
2V ∗V ((A− εI)+)

1
2 = (A− εI)+

since (A − εI)+ ≤ EB0E = X∗X and V ∗V is the projection onto ker(|X|)⊥ = ran(X∗X). Moreover, we
see that

Y Y ∗ = V (A− εI)+V
∗ ≤ V X∗XV ∗ = V |X|(V |X|)∗ = XX∗ = B

1
2
0 E

2B
1
2
0 ≤ B0 ≤ Br0 .

For each n ∈ N let Dn := Y ∗
(
Br0 + 1

nI
)− 1

2 B
r0−1

2 ∈ A (and is well-defined as r0 > 1). We claim that
(Dn)n≥1 is a Cauchy sequence in A. To see this, we notice that

‖Dn −Dm‖2

= ‖(Dn −Dm)∗(Dn −Dm)‖

=

∥∥∥∥∥B r0−1
2

((
Br0 +

1

n
I

)− 1
2

−
(
Br0 +

1

m
I

)− 1
2

)
Y Y ∗

((
Br0 +

1

n
I

)− 1
2

−
(
Br0 +

1

m
I

)− 1
2

)
B
r0−1

2

∥∥∥∥∥
≤

∥∥∥∥∥B r0−1
2

((
Br0 +

1

n
I

)− 1
2

−
(
Br0 +

1

m
I

)− 1
2

)
Br0

((
Br0 +

1

n
I

)− 1
2

−
(
Br0 +

1

m
I

)− 1
2

)
B
r0−1

2

∥∥∥∥∥
=

∥∥∥∥∥Br0− 1
2

(
Br0 +

1

n
I

)− 1
2

−Br0− 1
2

(
Br0 +

1

m
I

)− 1
2

∥∥∥∥∥
2

.

Therefore, since hn(x) = xr0−
1
2√

xr0−
1
2

converges to
√
xr0−

1
2 uniformly on σ(B), we see that (Dn)n≥1 is Cauchy

in A.
Let D := limn→∞Dn. Then

DB
1
2 = lim

n→∞
Y ∗
(
Br0 +

1

n
I

)− 1
2

B
r0
2 = Y ∗
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since
(
Br0 + 1

nI
)− 1

2 B
r0
2 converges in the WOT to the projection P onto ker(Br0)⊥, Y Y ∗ ≤ Br0 implies

Y ∗P = Y ∗, and the norm limit exists and thus must be the same as the WOT-limit. Hence

DBD∗ = Y ∗Y = (A− εI)+

Finally, to see that D is a contraction, we notice (since Y Y ∗ ≤ B0 ≤ B)

D∗nDn = B
r0−1

2

(
Br0 +

1

n
I

)− 1
2

Y Y ∗
(
Br0 +

1

n
I

)− 1
2

B
r0−1

2

≤ B
r0−1

2

(
Br0 +

1

n
I

)− 1
2

B

(
Br0 +

1

n
I

)− 1
2

B
r0−1

2

= Br0
(
Br0 +

1

n
I

)−1

and thus ‖D∗nDn‖ ≤ 1 for all n. Hence ‖D‖ ≤ 1 as desired.

Lemma 3.10 (Kirchberg’s Slice Lemma). Let A and B be unital C∗-algebras, and let D be a hereditary
C∗-subalgebra of A ⊗min B. Then there exists a non-zero element Z ∈ A ⊗min B such that ZZ∗ ∈ D and
Z∗Z = A⊗B for some A ∈ A+ and B ∈ B+.

Proof. Let T ∈ D be a non-zero positive element. Since the elementary tensors of the pure states of A and
B separate points in A⊗min B, there exists pure states ϕ ∈ A∗ and ψ ∈ B∗ such that (ϕ⊗ ψ)(T ) 6= 0. Let
B1 := (ϕ ⊗ IdB)(T ) ∈ B+ (as ϕ ⊗ Id is a positive map). Therefore ψ(B1) = (ϕ ⊗ ψ)(T ) 6= 0 so B1 is a
non-zero element of B. By scaling T , we may assume without loss of generality that ‖B1‖ = 1.

Since T ∈ A⊗min B there exists Xi ∈ A and Yi ∈ B such that ‖Yi‖ = 1 for all i and∥∥∥∥∥T −
n∑
i=1

Xi ⊗ Yi

∥∥∥∥∥
min

<
1

12
.

Hence ∥∥∥∥∥B1 −
n∑
i=1

ϕ(Xi)Yi

∥∥∥∥∥ < 1

12
.

By Proposition 3.7, there exists a positive element A1 ∈ A with ‖A1‖ = 1 such that∥∥∥A 1
2
1 XiA

1
2
1 − ϕ(Xi)A1

∥∥∥ < 1

12n

for all i ∈ {1, . . . , n}. Hence∥∥∥(A
1
2
1 ⊗ I)T (A

1
2
1 ⊗ I)−A1 ⊗B1

∥∥∥
≤ 1

12
+

∥∥∥∥∥(A
1
2
1 ⊗ IB)

(
n∑
i=1

Xi ⊗ Yi

)
(A

1
2
1 ⊗ IB)−A1 ⊗B1

∥∥∥∥∥
<

1

12
+

n

12n
+

∥∥∥∥∥
(

n∑
i=1

(ϕ(Xi)A1)⊗ Yi

)
−A1 ⊗B1

∥∥∥∥∥
≤ 1

12
+

1

12
+

1

12
+

∥∥∥∥∥
(

n∑
i=1

(ϕ(Xi)A1)⊗ Yi

)
−A1 ⊗

(
n∑
i=1

ϕ(Xi)Yi

)∥∥∥∥∥ =
1

4
.

Hence, by Lemma 3.9 (as everything is positive), there exists an R ∈ A⊗min B such that

R∗(A
1
2
1 ⊗ IB)T (A

1
2
1 ⊗ IB)R =

(
(A1 ⊗B1)− 1

4
IA⊗B

)
+

.
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Fix δ such that 1
2 < δ < 1 and let A := (A1 − δIA)+ ∈ A+ \ {0} and B := (B1 − δIB)+ ∈ B+ \ {0}. We

claim that there exists an element S ∈ C∗(A1, IA)⊗min C
∗(B1, IB) such that

S∗
(

(A1 ⊗B1)− 1

4
IA⊗minB

)
+

S = A⊗B.

To see this, we notice that(
(A1 ⊗B1)− 1

4
IA⊗minB

)
+

, A⊗B ∈ C∗(A1, IA)⊗min C
∗(B1, IB)

and C∗(A1, IA)⊗min C
∗(B1, IB) is an abelian C∗-algebra. However, if φ is a multiplicative linear functional

on C∗(A1, IA) ⊗min C
∗(B1, IB), then it is easy to see that φ = φ1 ⊗ φ2 where φ1 is a multiplicative linear

functional on C∗(A1, IA) and φ2 is a multiplicative linear functional on C∗(B1, IB). If φ(A⊗ B) 6= 0, then
φ1(A) 6= 0 and φ2(B) 6= 0. Therefore, there must exists λ1, λ2 > δ such that φ1(A1) = λ1 and φ2(B1) = λ2

(as multiplicative linear functionals on abelian C∗-algebras are precisely the pure state and thus evaluations
at a point). Hence

φ

((
(A1 ⊗B1)− 1

4
IA⊗minB

)
+

)
≥ λ1λ2 −

1

4
> δ2 − 1

4
.

Therefore, as 1
2 < δ < 1, the above implies that

{φ ∈ ∆ | φ(A⊗B) 6= 0} ⊆

{
φ ∈ ∆ | φ

((
(A1 ⊗B1)− 1

4
IA⊗minB

)
+

)
6= 0

}

where ∆ is the maximal ideal space of C∗(A1, IA) ⊗min C
∗(B1, IB). Therefore, by considering C(∆) '

C∗(A1, IA)⊗min C
∗(B1, IB), we obtain that there exists a positive element S ∈ C∗(A1, IA)⊗min C

∗(B1, IB)
such that

S∗
(

(A1 ⊗B1)− 1

4
IA⊗minB

)
+

S = A⊗B.

Let Z := T
1
2 (A

1
2
1 ⊗ IB)RS. Then

Z∗Z = S∗R∗(A
1
2
1 ⊗ IB)T (A

1
2
1 ⊗ IB)RS = S∗

(
(A1 ⊗B1)− 1

4
IA⊗minB

)
+

S = A⊗B

and
0 ≤ ZZ∗ = T

1
2 (A

1
2
1 ⊗ IB)RSS∗R∗(A

1
2
1 ⊗ IB)T

1
2 ≤ ‖RSS∗R‖T

so ZZ∗ ∈ D as D is hereditary.

Theorem 3.11. Let A be a unital, purely infinite C∗-algebra and let B be a unital C∗-algebra such that
every hereditary C∗-subalgebra contains a non-zero projection. Then A⊗min B is purely infinite. Therefore
A⊗min B and Mn(A) are purely infinite if A and B are unital, purely infinite C∗-algebras.

Proof. Let D be a hereditary C∗-subalgebra of A⊗minB. By Kirchberg’s Slice Lemma, there exists a non-zero
element Z ∈ A⊗min B such that ZZ∗ ∈ D and Z∗Z = A⊗B where A ∈ A+ \ {0} and B ∈ B+ \ {0}.

Notice that (ZZ∗)(A⊗min B)(ZZ∗) ⊆ D as D is hereditary. Define

π : (Z∗Z)(A⊗min B)(Z∗Z)→ (ZZ∗)(A⊗min B)(ZZ∗)

by π(T ) = V TV ∗ where V ∈ (A⊗min B)′′ ⊆ B(H) is the partial isometry such that Z = V |Z| (it is not yet
clear π has the correct codomain). We claim that π is a well-defined isomorphism. To see this we notice that
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V Z∗ZV ∗ = ZZ∗ and that π is clearly a ∗-homomorphism on these spaces as V V ∗ is the projection onto the
range of Z and V ∗V is the projection onto the range of Z∗. Finally, if T ∈ A⊗min B is positive,

V ((Z∗Z)T (Z∗Z))V ∗ = Z|Z|T |Z|Z∗ ∈ A⊗min B

and
V ((Z∗Z)T (Z∗Z))V ∗ = Z|Z|T |Z|Z∗ ≤ ‖T‖ZZ∗ZZ∗

so V ((Z∗Z)T (Z∗Z))V ∗ ∈ (ZZ∗)(A⊗min B)(ZZ∗) as (ZZ∗)(A⊗min B)(ZZ∗) is hereditary. Hence π does
indeed map (Z∗Z)(A⊗min B)(Z∗Z) to (ZZ∗)(A⊗min B)(ZZ∗). Since π−1(T ) = V ∗TV will also be a
∗-homomorphism, we obtain that π is an isomorphism.

Therefore, to show that D has an infinite projection, it suffices to show that (Z∗Z)(A⊗min B)(Z∗Z) has
an infinite projection. However

AAA⊗min BBB ⊆ (A⊗B)(A⊗min B)(A⊗B) = (Z∗Z)(A⊗min B)(Z∗Z)

Therefore, since AAA and BBB are hereditary C∗-subalgebra of A and B respectively, since A is purely
infinite, and since every hereditary C∗-subalgebra of B contains a non-zero projection, it is easy to see that
D has an infinite projection. Hence A⊗min B is purely infinite.
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4 K-Theory for Purely Infinite C∗-Algebras

In this chapter we will develop the K-theory for unital, simple, purely infinite C∗-algebras. Luckily, as
the K-theory for said algebras is straightforward, a reader without knowledge of K-theory may survive this
chapter. For a unital, simple, purely infinite C∗-algebras A, we will define two abelian groups, K0(A) and
K1(A), using the projections and unitaries in A. As the theory of projections in unital, simple, purely
infinite C∗-algebras is ‘nice’, the development of K0(A) can be done in a simpler fashion than usual. The
development of K1(A) must be done in the usual fashion and then shown to be ‘nice’ for unital, simple,
purely infinite C∗-algebras.

The ideas of this chapter were developed from the original paper [Cu1]. There is a significant amount of
information in this paper that we will not use and the interested reader should take the time to go through
this paper.

We will begin with the construction of K0(A) for a unital, simple, purely infinite C∗-algebra A.

Construction 4.1. Let A be a unital, simple, purely infinite C∗-algebra. For each non-zero projection
P ∈ A let [P ]0 denote the equivalent class of P (see Definition 2.1 for the equivalent relation).

Recall that IA is a properly infinite projection in A by Lemma 2.3 and thus we can write IA = P0 +Q0

where P0 and Q0 are orthogonal infinite projections. Therefore, if P and Q are non-zero projections in A,
Proposition 2.6 implies that there exists projections P ′ ∼ P and Q′ ∼ Q such that P ′ ≤ P0 and Q′ ≤ Q0

(and thus P ′Q′ = 0).
If P and Q are non-zero projections in A, we define

[P ]0 + [Q]0 = [P ′ +Q′]0

where P ′ and Q′ are any non-zero projections in A such that P ′ ∼ P , Q′ ∼ Q, and P ′Q′ = 0 (so P ′+Q′ is a
non-zero projection). The above paragraph shows that such P ′ and Q′ exist. Moreover, if P ′′ ∼ P , Q′′ ∼ Q,
and P ′′Q′′ = 0, it is not difficult to show that P ′ +Q′ ∼ P ′′ +Q′′ as, if V ∗V = P ′, V V ∗ = P ′′, W ∗W = Q′,
and WW ∗ = Q′′, orthogonality implies (V + W )∗(V + W ) = P ′ + Q′ and (V + W )(V + W )∗ = P ′′ + Q′′.
Hence this is a well-defined operator on the non-zero projections.

Let
K0(A) := {[P ]0 | P a non-zero projection in A}

equipped with the additive operator given above. Clearly

[P ]0 + [Q]0 = [P ′ +Q′]0 = [Q′ + P ′]0 = [Q]0 + [P ]0

for all non-zero projections P,Q ∈ A so K0(A) is an abelian semigroup.

Before continuing, we point out the following technical yet common lemmas.

Lemma 4.2. Let A be a C∗-algebra and suppose P , Q, and R are projections in A such that Q,R ≤ P ,
Q ∼ R, and QR = 0. Then P −Q ∼ P −R.

Proof. Let V ∈ A be the partial isometry such that V ∗V = Q and V V ∗ = R. Since QR = 0 = RQ, QV = 0
(as the range of V is the range of R) and RV ∗ = 0 (as the range of V ∗ is the range of Q). Hence V ∗Q = 0
and V R = 0.

Let W := P −Q−R+ V . Then

W ∗W = (P −Q−R+ V ∗)(P −Q−R+ V )
= (P −Q−R+ V )− 0−RV + (V ∗ − V ∗R+ V ∗V )
= (P −Q−R+ V )−RV + (V ∗ − V ∗R+Q)
= (P −Q−R+ V )− V + (V ∗ − V ∗ +Q)
= P −R
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and
WW ∗ = (P −Q−R+ V )(P −Q−R+ V ∗)

= (P −Q−R+ V ∗)−QV ∗ − 0 + (V − V Q+ V V ∗)
= (P −Q−R+ V ∗)−QV ∗ + (V − V Q+R)
= (P −Q−R+ V ∗)− V ∗ + (V − V +R)
= P −Q

as desired.

Lemma 4.3. Let A be a C∗-algebra and let Q,Q′, and Q0 be non-zero projections in A such that Q′ < Q and
Q ∼ Q0. Then there exists a non-zero projection Q′0 ∈ A such that Q′0 ∼ Q′, Q′0 < Q0, and Q−Q′ ∼ Q0−Q′0.

Proof. Let V ∈ A be such that V ∗V = Q and V V ∗ = Q0. If V ′ = V Q′ then

(V ′)∗V ′ = Q′QQ′ = Q′ and V ′(V ′)∗ = V Q′V ∗ < V QV ∗ = Q0

(where the strict inequality comes from the fact that V Q′V ∗ = V QV ∗ implies Q′ = V ∗V Q′V ∗V =
V ∗V QV ∗V = Q which is a contradiction). Let Q′0 := V ′(V ′)∗. Thus Q′0 ∼ Q′ (so Q′0 is non-zero) and
Q′0 < Q0. Moreover

(V − V ′)(V − V ′)∗ = V V ∗ − V ′V ∗ − V (V ′)∗ + (V ′)(V ′)∗ = Q0 − V Q′V ∗ − V Q′V ∗ +Q′0 = Q0 −Q′0

and

(V − V ′)∗(V − V ′) = V ∗V − (V ′)∗V − V ∗(V ′) + (V ′)∗(V ′) = Q−Q′Q−QQ′ +Q′ = Q−Q′

so Q−Q′ ∼ Q0 −Q′0 as desired.

The reason K0(A) is special for unital, simple, purely infinite C∗-algebras is the following.

Theorem 4.4. Let A be a unital, simple, purely infinite C∗-algebra. Then K0(A) (as defined in Construction
4.1) is a group.

Proof. To show that A is a group, it suffices to show that A has an identity element and each element in A
has an additive inverse.

Fix an arbitrary non-zero projection Q ∈ A. Since A is a unital, simple, purely infinite C∗-algebra,
Lemma 2.3 implies there exists non-zero projections P ′ and Q′ such that IA ∼ P ′, P ′ < IA, Q ∼ Q′, and
Q′ < Q. Our goal is to show that

[IA − P ′]0 = [Q−Q′]0
and to use this to show that [IA − P ′]0 is the identity element of K0(A) for any choice of projection P ′.

By Proposition 2.6 implies there exists a non-zero projection Q0 such that Q ∼ Q0 and Q0 ≤ P ′. Hence,
by Lemma 4.3, there exists non-zero projection Q′0 ∈ A such that Q′0 ∼ Q′, Q′0 < Q0, and Q−Q′ ∼ Q0−Q′0.
Therefore, since IA − P ′ and Q0 −Q′0 are orthogonal projections (as Q0 ≤ P ′), we obtain that

[IA − P ]0 + [Q−Q′]0 = [IA − P ]0 + [Q0 −Q′0]0 = [IA − (P −Q0 +Q′0)]0.

However, since Q0 ∼ Q′0, there exists a partial isometry V ∈ A such that V ∗V = Q0 and V V ∗ = Q′0. Since
Q′0 < Q0 ≤ P ′, we obtain that V Q0 = V = V P ′, and Q′0V = V = Q0V = P ′V . Thus Q0V

∗ = V ∗ = P ′V ∗

and V ∗Q′0 = V ∗ = V ∗Q0 = V ∗P ′. Therefore, if W := (P ′ −Q0) + V , we obtain that

W ∗W = (P ′ −Q0) + V ∗(P ′ −Q0) + (P ′ −Q0)V + V ∗V = (P ′ −Q0) + 0 + 0 +Q0 = P ′

and

WW ∗ = (P ′ −Q0) + V (P ′ −Q0) + (P ′ −Q0)V ∗ + V V ∗ = (P ′ −Q0) + 0 + 0 +Q′0 = P ′ −Q0 +Q′0.
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Therefore, Lemma 4.2 implies that

IA − P ′ ∼ IA − (P ′ −Q0 +Q′0)

so
[IA − P ′]0 = [IA − (P ′ −Q0 +Q′0)]0 = [IA − P ]0 + [Q−Q′]0.

However, the roles of IA, P ′, Q, and Q′ are easily interchanged in the above proof (we did not use any special
properties of IA) so we also obtain that

[Q−Q′]0 = [Q−Q′]0 + [IA − P ]0.

Hence
[IA − P ′]0 = [IA − P ]0 + [Q−Q′]0 = [Q−Q′]0

as addition is commutative.
Therefore, to see that [IA − P ′]0 is an identity element of K0(A), we notice that

[Q]0 + [IA − P ′]0 = [Q]0 + [Q−Q′]0 = [Q+ (Q−Q′)]0 = [Q]0

by the definition of addition in K0(A). Therefore, as Q was an arbitrary non-zero projection in A, we obtain
that [IA − P ′]0 is an identity element in K0(A).

To see that every element of K0(A) has an additive inverse, fix a non-zero projection Q ∈ A. Since A is
purely infinite, Lemma 2.13 implies Q is properly infinite and thus Lemma 2.3 implies there exists non-zero
orthogonal projections Q′′ and Q′ in A such that Q ∼ Q′ ∼ Q′′ and Q′, Q′′ < Q. From the above proof
[Q−Q′]0 is an identity element of K0(A). Since

[Q]0 + [Q−Q′ −Q′′]0 = [Q′′]0 + [Q−Q′ −Q′′]0 = [Q′′ + (Q−Q′ −Q′′)]0 = [Q−Q′]0

by the definition of addition in K0(A), [Q−Q′ −Q′′]0 is an additive inverse of [Q]0 in K0(A). As Q was an
arbitrary non-zero projection, K0(A) is a group.

Remarks 4.5. For those familiar with general K-theory for C∗-algebras, we will briefly outline why the
above definition of K0(A) is equivalent to the traditional definition. Recall that if A is a unital, simple,
purely infinite C∗-algebra then Mn(A) is a unital, simple, purely infinite C∗-algebra by Theorem 3.11.
Therefore, if P,Q ∈ Mn(A), P and Q are equivalent to orthogonal projections inside the canonical copy of
A ⊆Mn(A) (in the (1, 1)-entry). Thus the abelian semigroup defined in the usual construction of K0(A) is
identically the K0(A) constructed in Construction 4.1 and thus already a group (so nothing changes when
the Grothendieck group of this semigroup is taken).

With the development of K0(A) complete, we turn to the development of K1(A).

Definition 4.6. Let A be a unital C∗-algebra. Let

U(A) := {U ∈ A | U is a unitary}

which will be called the unitary group of A.
We will say that U, V ∈ U(A) are homotopically equivalent in U(A) if there exists a continuous path

γ : [0, 1] → U(A) such that γ(0) = U and γ(1) = V . We will use U ∼h V to denote U and V are
homotopically equivalent.

Let U0(A) denote the path-connected component of IA in U(A); that is

U0(A) := {U ∈ U(A) | U ∼h IA}.
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Remarks 4.7. Suppose U, V,W ∈ U(A) are such that U ∼h V and V ∼h W . Therefore there exists
continuous functions γ : [0, 1]→ U(A) and α : [0, 1]→ U(A) such that

γ(0) = U, γ(1) = V = α(0), and α(1) = W.

If γ0 : [0, 1] → U(A) is defined by γ0(t) = γ(1 − t) for all t ∈ [0, 1], γ0 is a continuous function such that
γ0(0) = V and γ0(1) = U . Thus V ∼h U . Moreover, if α0 : [0, 1]→ U(A) is defined by α0(t) = γ(2t) for all
t ∈ [0, 1

2 ] and α0(t) = α(2t− 1) for all t ∈ [ 1
2 , 1], then α0 is a continuous function (as γ(1) = α(0)) such that

α0(0) = U and α0(1) = W . Hence U ∼h W . As U ∼h U is trivial (by taking the constant function with
constant value U), ∼h is an equivalence relation on the set of unitaries.

Moreover, if U1 ∼h V1 and U2 ∼h V2 then U1U2 ∼h V1V2 (as if γi : [0, 1]→ U(A) is a continuous function
such that γ(0) = Ui and γ(1) = Vi then, if γ0 : [0, 1]→ U(A) is defined by γ0(t) = γ1(t)γ2(t) for all t ∈ [0, 1],
γ0 is a continuous function such that γ0(0) = U1U2 and γ0(1) = V1V2).

To begin our study of K1(A), we will first investigate U0(A). Lemma 4.8 will be used in an essential part
of the construction of K1(A) and Lemma 4.9 is more of general interest (and provided some motivation in
Chapter 5).

Lemma 4.8. Let A be a unital C∗-algebra. Then the following are true:

1. If A ∈ A is self-adjoint, eiA ∈ U0(A).

2. If U ∈ U(A) is such that σ(U) 6= T, then U = eiA for some A ∈ Asa and thus U ∈ U0(A).

3. If U, V ∈ U(A) are such that ‖U − V ‖ < 2, then V = UeiA for some A ∈ Asa and thus U ∼h V .

Proof. To see that (1) holds, let A ∈ A be self-adjoint and define γ : [0, 1] → U(A) by γ(t) = eitA. By the
Continuous Functional Calculus, γ is a continuous function into U(A) with γ(0) = IA and γ(1) = eiA. Hence
eiA ∈ U0(A).

To see that (2) holds, notice that if U ∈ U(A) is such that σ(U) 6= T, then U = eiA for some self-adjoint
A ∈ A by the Continuous Functional Calculus (i.e. A = −i ln(U) for some choice of logarithmic branch).
Thus (2) follows from (1).

To see that (3) holds, notice that if U, V ∈ U(A) are such that ‖U − V ‖ < 2 then ‖IA − U∗V ‖ < 2 so
−1 /∈ σ(U∗V ) by the Continuous Functional Calculus. Therefore, (2) implies U∗V = eiA for some A ∈ Asa
and thus U∗V ∼h IA. Hence V = U(U∗V ) ∼h U(IA) = U as desired.

Lemma 4.9. Let A be a unital C∗-algebra. Then U0(A) is an open and closed normal subgroup of U(A).
Moreover

U0(A) =


n∏
j=1

eiAj | n ∈ N, {Aj}nj=1 ⊆ Asa

 .

Proof. If U, V ∈ U0(A) then U ∼h IA and V ∼h IA so UV ∼h I2
A = IA and thus UV ∈ U0(A). Moreover,

if U ∈ U0(A) then U ∼h IA so U−1 ∼h IA (as if γ : [0, 1] → U(A) is a continuous function such that
γ(0) = U and γ(1) = IA then, if γ0 : [0, 1] → U(A) is defined by γ0(t) = γ(t)∗ for all t ∈ [0, 1], γ0 is a
continuous function such that γ0(0) = U−1 and γ0(1) = IA). Hence U0(A) is a subgroup of U(A). Moreover,
if U ∈ U0(A) and V ∈ U(A) then

V UV ∗ ∼h V IAV ∗ = IA

so V UV ∗ ∈ U0(A). Hence U0(A) is a normal subgroup of U(A).
To see that U0(A) is open in U(A), notice if U ∈ U0(A) and V ∈ U(A) are such that ‖U − V ‖ < 2 then

V ∼h U ∼h I by Lemma 4.8 so V ∈ U0(A). Thus U0(A) is open.
Since

U(A) \ U0(A) =
⋃

U∈U(A)\U0(A)

UU0(A),
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U(A) \ U0(A) is a union of open sets and thus open. Hence U0(A) is closed in U(A).
Finally, to show that U0(A) is the desired set, we notice the inclusion ⊇ is trivial as U0(A) is a subgroup

and eiA ∈ U0(A) for all A ∈ Asa by Lemma 4.8. To see the other inclusion, suppose to the contrary that
there exists a unitary U ∈ U0(A) such that U /∈ {

∏n
j=1 e

iAj | n ∈ N, {Aj}nj=1 ⊆ Asa}. Since U ∈ U0(A),
there exists a continuous function γ : [0, 1]→ U0(A) such that γ(0) = IA and γ(1) = U . Let

q = inf

t ∈ [0, 1] | γ(t) /∈


n∏
j=1

eiAj | n ∈ N, {Aj}nj=1 ⊆ Asa




which clearly exists as γ(1) = U . Since γ is continuous, there exists a δ > 0 such that ‖γ(q)− γ(t)‖ < 1 for
all t ∈ [q − δ, q + δ]. Thus ‖γ(q − δ)− γ(t)‖ < 2 for all t ∈ [q − δ, qδ]. Therefore Lemma 4.8 implies that for
all t ∈ [q − δ, q + δ] there exists an At ∈ Asa such that γ(t) = eiAtγ(q − δ). However, by the definition of q,

γ(q − δ) =

n∏
j=1

eiAj

for some n ∈ N and {Aj}nj=1 ⊆ Asa so

γ(t) = eiAt
n∏
j=1

eiAj

for all t ∈ [q − δ, q + δ]. As the above contradicts the definition of q, we have a contradiction so the result
follows.

The construction of K1(A) is more difficult than K0(A) as we will need to consider an equivalent relation
on the set of unitary operators in matrix algebras of A. In order to do this, we need the following essential
lemma due to Whitehead.

Lemma 4.10 (Whitehead). Let A be a unital C∗-algebra and let U, V ∈ U(A). Then[
U 0
0 V

]
∼h
[
UV 0
0 IA

]
∼h
[
V U 0
0 IA

]
∼h
[
V 0
0 U

]
in M2(A).

Proof. Let

W :=

[
0 IA
IA 0

]
.

Then it is clear that W 2 = IM2(A) so σ(W ) ⊆ {1,−1}. Hence W ∼h IM2(A). However, a trivial computation
shows that [

U 0
0 V

]
=

[
U 0
0 IA

]
W

[
V 0
0 IA

]
W

and thus [
U 0
0 V

]
∼h
[
U 0
0 IA

]
IM2(A)

[
V 0
0 IA

]
IM2(A) =

[
UV 0
0 IA

]
.

Repeating the above with U replaced with IA gives[
IA 0
0 V

]
∼h
[
V 0
0 IA

]
and thus [

U 0
0 V

]
=

[
IA 0
0 V

] [
U 0
0 IA

]
∼h
[
V 0
0 IA

] [
U 0
0 IA

]
=

[
V U 0
0 IA

]
.

Finally, the third ∼h in the statement of the theorem follows by symmetry.
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We can now begin to define K1(A). First we need to construct the following group.

Definition 4.11. Let A be a unital C∗-algebra. For two matrices T ∈Mn(A) and S ∈Mm(A) let diag(T, S)
denote the matrix in Mn+m(A) where the upper-left n× n matrix is T , the lower-right m×m matrix is S,
and all other entries are zero.

For each n ∈ N define the group homomorphism αn : U(Mn(A))→ U(Mn+1(A)) by αn(T ) = diag(T, IA)
for all T ∈ U(Mn(A)). Let U∞(A) := limn→∞ U(Mn(A)); that is U∞(A) is the inductive limit of the unitary
groups of Mn(A) under the above inclusions. Recall that, abstractly, U∞(A) can be viewed as the union
of all U(Mn(A)). Thus for any two U, V ∈ U∞, there exists n,m ∈ N such that U ∈ U(Mn(A)) and
V ∈ U(Mm(A)).

We define a relation ∼1 on U∞(A) as follows: if U ∈ U(Mn(A)) and V ∈ U(Mm(A)), U ∼1 V if and
only if there exists a k ≥ max{m,n} such that diag(U, IMk−n(A)) and diag(V, IMk−m(A)) are homotopically
equivalent in U(Mk(A)).

The first step in developing K1(A) is the following.

Theorem 4.12. Let A be a unital C∗-algebra. The relation ∼1 on U∞(A) is an equivalence relation.

Proof. It is clear that if U ∈ U∞(A) then U ∼1 U . Moreover, if V ∈ U∞(A) and U ∼1 V then it is clear that
V ∼1 U as homotopic equivalence is an equivalence relation on U(Mk(A)).

Finally, suppose U ∈ U(Mn(A)), V ∈ U(Mm(A)), and W ∈ U(M`(A)) are such that U ∼1 V and
V ∼1 W . Then there exists k1 ≥ max{m,n} and k2 ≥ max{m, `} such that

diag(U, IMk1−n(A)) ∼h diag(V, IMk1−m(A))

in U(Mk1(A)) and
diag(V, IMk2−m(A)) ∼h diag(W, IMk2−`(A))

in U(Mk2(A)). Let k := max{k1, k2}. It is then clear that

diag(U, IMk−n(A)) ∼h diag(V, IMk−m(A))

in U(Mk(A)) and
diag(V, IMk−m(A)) ∼h diag(W, IMk−`(A))

in U(Mk(A)) as taking a direct sum with an identity will preserve homotopic equivalence (that is, take the
direct sum of the continuous path with the constant path with constant value the identity to obtain the new
continuous path). Therefore, as homotopic equivalence is an equivalence relation in U(Mk(A)), U ∼1 W as
desired.

Notation 4.13. Let A be a unital C∗-algebra and let U ∈ U∞(A). Let [U ]1 denote the equivalence class of
U in U∞(A) with respect to the equivalence relation ∼1 (see Definition 4.11 and Theorem 4.12).

Before we define K1(A), we desire to describe the abelian operation on the ∼1-equivalence classes of
U∞(A).

Proposition 4.14. Let A be a unital C∗-algebra. Then

1. For all n ∈ N [IMn(A)]1 = [IA]1.

2. For all U, V ∈ U∞(A), the operation [U ]1[V ]1 := [diag(U, V )]1 is well-defined.

3. For all U, V ∈ U∞(A) [U ]1[V ]1 = [V ]1[U ]1 and [U ]1[IA]1 = [U1].

4. If U, V ∈ U(Mn(A)) then [U ]1[V ]1 = [UV ]1 so [U ]1[U∗]1 = [IA]1.
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Proof. Notice (1) is trivial by the definition of ∼1.
To see (2), suppose Uj ∈ U(Mnj (A)) and Vj ∈ U(Mmj (A)) are such that U ∼1 U ′ and V ∼1 V ′.

Therefore there exists a k1 ≥ max{n1, n2} and a k2 ≥ max{m1,m2} such that

diag(U1, IMk1−n1
(A)) ∼h diag(U2, IMk1−n2

(A))

in U(Mk1(A)) and
diag(V1, IMk2−m1

(A)) ∼h diag(V, IMk2−m2
(A))

in U(Mk2(A)). As taking direct sums with the identity preserves homotopic equivalence, we can increase k1

to assume that m1 divides k1 − n1 and m2 divides k1 − n2.
By taking direct sums of continuous paths, it is clear that

diag(U1, IMk1−n1
(A), V1, IMk2−m1

(A)) ∼h diag(U2, IMk1−n2
(A), V2, IMk2−m2

(A))

in U(Mk1+k2(A)). By the fact that m1 divides k1 − n1 and m2 divides k1 − n2, by applying Lemma 4.10
k1−n1

m1
times, we see that

diag(U1, IMk1−n1
(A), V1, IMk2−m1

(A)) ∼h diag(U1, V1, IMk1−n1
(A), IMk2−m1

(A))

in U(Mk1+k2(A)) and, by applying Lemma 4.10 k1−n2

m2
times,

diag(U2, IMk1−n2
(A), V2, IMk2−m2

(A)) ∼ diag(U2, V2, IMk1−n2
(A), IMk2−m2

(A))

in U(Mk1+k2(A)). Hence [diag(U1, V1)]1 = [diag(U2, V2)]1 so this operation is well-defined.
To see (3), we note that [U ]1[IA]1 = [diag(U, IA)]1 = [U ]1 is trivial by the definition of ∼1. For the

other equation, suppose U ∈ U(Mn(A)) and V ∈ U(Mm(A)). Then, for any k ≥ max{m,n}, [U ]1 =
[diag(U, IMk−n(A))]1 and [V ]1 = [diag(V, IMk−m(A))]1. However

diag(diag(U, IMk−n(A)), diag(V, IMk−m(A))) ∼h diag(diag(V, IMk−m(A)), diag(U, IMk−n(A)))

in M2(Mk(A)) by Lemma 4.10 so

[diag(U, IMk−n(A))]1[diag(V, IMk−m(A)))]1 = [diag(V, IMk−m(A))]1[diag(U, IMk−n(A)))]1

and thus [U ]1[V ]1 = [V ]1[U ]1 as desired.
To see (4), note if U, V ∈ U(Mn(A)) then diag(U, V ) is homotopically equivalent to diag(UV, IMn(A)) in

M2(Mn(A)) by Lemma 4.10 and thus the result follows.

Thus we can define K1(A).

Definition 4.15. Let A be a unital C∗-algebra. We define K1(A) to be the set

K1(A) := {[U ]1 | U ∈ U∞(A)}

together with the well-defined (by Proposition 4.14) binary operation [U ]1[V ]1 = [diag(U, V )]1. Thus K1(A)
is an abelian group by Proposition 4.14.

Note that the above holds for any unital C∗-algebra. Moreover, it is clear that if U, V ∈ U(A) are such
that U ∼h V in A then [U ]1 = [V ]1. Hence, as U0(A) is a subgroup of U(A), there exists a well-defined
group homomorphism from U(A)/U0(A) to K1(A) defined by U 7→ [U ]1. Our goal is to show that this group
homomorphism is a group isomorphism for unital, simple, purely infinite C∗-algebras.

To begin this proof, we have the following lemma which is stronger than what we currently need but will
be of use in Chapter 5.
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Lemma 4.16. Let A be a unital, purely infinite C∗-algebra, let U ∈ U(A), and let λ1, . . . , λn ∈ σ(U) be
distinct. Then for any ε > 0 there exists a V ∈ U(A) and infinite, orthogonal projections P1, . . . , Pn ∈ A
such that ‖U − V ‖ < ε, each Pj commutes with V , and PjV Pj = λjPj. Moreover V = V ′ +

∑n
j=1 λjPj

where V ′ is a unitary operator in
(
IA −

∑n
j=1 Pj

)
A
(
IA −

∑n
j=1 Pj

)
.

Proof. It is easy to choose non-zero, positive, continuous functions f1, . . . , fn on σ(U) with the support of
each fj contained in the set {λ | |λ−λj | < ε}. By choosing ε small enough, we can assume that the supports
of f1, . . . , fn are disjoint.

Consider the hereditary C∗-subalgebras fj(U)Afj(U) for all j. Since A is purely infinite, there exists

infinite projections Pj ∈ fj(U)Afj(U). Since the supports of f1, . . . , fn are disjoint, elements of different

fj(U)Afj(U) are orthogonal so P1, . . . , Pn ∈ A are infinite orthogonal projections. Moreover, it is clear that
PjUPi = 0 for all i 6= j as U commutes with each fk(U).

Let

V0 :=

n∑
j=1

λjPj +

IA − n∑
j=1

Pj

U

IA − n∑
j=1

Pj

 ∈ A.

Then
‖U − V0‖ ≤ max

j
{‖λPj − PjUPj‖} ≤= ε

since, by construction, PjUPi = 0 = PjV0Pi whenever i 6= j and Pj ≤ EU ({λ | |λ − λj | < ε}). Hence, by
selecting ε small enough, we obtain that V0 is invertible. Moreover, we can assume that ‖V0V

∗
0 − IA‖ < 2ε

so ∥∥|V0|−1 − I
∥∥ < 1− 1

1− 2ε
=

2ε

1− 2ε
.

Let V be the partial isometry in the polar decomposition of V0. Since V0 is invertible, V ∈ U(A) and
V = V0|V0|−1. Thus

‖U − V ‖ ≤ ‖U − V0‖+
∥∥V0 − V0|V0|−1

∥∥ ≤ ε+
2ε

1− 2ε

which can be made arbitrarily small. Finally, to see that PjV Pj = λPj for all j, we notice that PjV0 =

V0Pj = λPj for all j. Therefore Pj commutes with C∗(V0). Hence Pj |V0|Pj = (PjV
∗
0 PjV0Pj)

1
2 = Pj so

PjV Pj = PjV0Pj |V0|−1Pj = λPj

for all j as desired.

Corollary 4.17. Let A be a unital, simple, purely infinite C∗-algebra and let U ∈ U(A). Then there exists
a non-trivial projection P ∈ A and a unitary V ∈ PAP such that U ∼h V + (IA − P ).

Proof. If σ(U) = {eiα}, let P be any non-trivial projection in A. Then U = eiαIA = eiαP +eiα(IA−P ). Let
V := eiαP ∈ U(PAP ) and define γ : [0, 1] → U(A) by γ(t) = eiαP + eiαt(IA − P ). Hence γ is a continuous
path into U(A) such that γ(0) = V + (IA − P ) and γ(1) = U . Hence U ∼h V + (IA − P ).

Otherwise, let λ1, λ2 ∈ σ(U) be distinct points. By Lemma 4.16 there exists infinite orthogonal projec-
tions P1, P2 ∈ A and a unitary V ′ ∈ (IA − P1 − P2)A(IA − P1 − P2) such that

‖U − (V ′ + λ1P1 + λ2P2)‖ < 2.

Hence U ∼h V ′+λ1P1 +λ2P2 by Lemma 4.8. Thus, if we let P := IA−P2 and V := V ′+λ1P1, then P ∈ A
is a projection and V ∈ U(PAP ) are such that U ∼h V + λ2(IA − P ). By the same arguments as used in
the above paragraph, V + λ2(IA − P ) ∼h V + (IA − P ) so U ∼h V + (IA − P ).

In the development of K1(A) we used the matrix algebras Mn(A) to construct U∞(A) and the correct
equivalence relation. There is an alternative method for investigating K1(A) where the unitary group of
the unitization K ⊗min A is used. This is the motivation for the following lemma which will be essential in
proving our desired result.
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Lemma 4.18. Let A be a unital, simple, purely infinite C∗-algebra, let U ∈ U(A), and let E ∈ K be any rank
one projection. Then U ∈ U0(A) if and only if E ⊗U + (IK⊗minA −E ⊗ IA) ∼h IK⊗minA in the unitization of
K⊗min A.

Proof. It is clear (by taking direct sums) that if U ∈ U0(A) then E ⊗ U + (IK⊗minA − E ⊗ IA) ∼h IK⊗minA.
Thus suppose E ⊗ U + (IK⊗minA − E ⊗ IA) ∼h IK⊗minA. By Corollary 4.17, U ∼h U ′ + (IA − P ) in A for
some non-trivial projection P ∈ A and some unitary U ′ ∈ PAP . Hence

E ⊗ (U ′ + (IA − P )) + (IK⊗minA − E ⊗ IA) ∼h IK⊗minA.

Since IA − P is non-zero and A is a unital, simple, purely infinite C∗-algebra, Lemma 2.3 implies that
there exists a non-zero projection Q < IA − P such that Q ∼ IA − P . Since IA − P − Q is non-zero,
Lemma 2.3 implies that there exists a collection of pairwise orthogonal projections {Rj}j≥1 in A such that
Rj ≤ IA−P −Q and Rj ∼ IA−P −Q for all j ∈ N. Let R0 := P +Q and let V ∈ A be the partial isometry
such that V ∗V = Q and V V ∗ = IA − P . Therefore, since Q < IA − P , V P = PV = V ∗P = PV ∗ = 0.
Therefore, if W := P + V ∗ then

WW ∗ = (P + V ∗)(P + V ) = P + V ∗V = P +Q = R0

and
W ∗W = (P + V )(P + V ∗) = P + V V ∗ = IA

so R0 ∼ IA. Therefore {Rj}j≥0 is a set of pairwise orthogonal projections all of which are equivalent to IA.
For each n ∈ N let Vn ∈ A be the isometry such that VnV

∗
n = Rn with V0 = W . For each m ∈ N let

Fm := R0 +R1 + · · ·+Rn ∈ Am and define φm :Mm+1(A)→ FmAFm by

φm([Ai,j ]) =

m+1∑
i,j=1

Vi−1Ai,jV
∗
j−1.

To see that φm maps into FmAFm, we note that Fm is a projection so it suffices to show that

Fmφm([Ai,j ])Fm = φm([Ai,j ])

for all [Ai,j ] ∈Mm+1(A). However, since {Rj}j≥0 is a set of pairwise orthogonal projections and VjV
∗
j = Rj

for all j ≥ 0, V ∗j Vi = 0 if i 6= j. Therefore FmVj = Vj if m ≥ j and V ∗i Fm = V ∗i if m ≥ i. Therefore
Fmφm([Ai,j ])Fm = φm([Ai,j ]) for all [Ai,j ] ∈ Mm+1(A) is clear. Moreover, as V ∗j Vi = 0 if i 6= j, it is trivial
to verify that φm is a unital, injective ∗-homomorphism. To see that φm is surjective, we notice that if A ∈ A
then

FmAFm =

m+1∑
i,j=1

Ri−1ARj−1 =

m+1∑
i,j=1

Vi−1V
∗
i−1AVj−1V

∗
j−1 = φm([V ∗i−1AVj−1]).

Hence φm is a unital ∗-isomorphism and thus Mm+1(A) and FmAFm are isomorphic.
It is clear that FmAFm embeds into Fm+1AFm+1 for all m ∈ N. Moreover, under the above isomorphism,

this trivial imbedding corresponds to the canonical imbedding of Mm+1(A) into the upper-left (m + 1) ×
(m + 1) entries of Mm+2(A). Hence it is trivial to verify that the C∗-algebra generated by

⋃
m≥1 FmAFm

and IA is canonically isomorphic to the untization of K⊗min A. However, since

U ′ + (IA − P ) = (U ′ +Q) + (Fm −R0) + (IA − Fm)

for all m ∈ N, by identifying R0 with E, U ′ + (IA − P ) corresponds to the unitary

E ⊗ φ−1
0 (U ′ +Q) + (IK⊗minA − E ⊗ IA)
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in the untization of K ⊗min A. However, as V0 = P + V ∗ where V V ∗ = IA − P and V ∗V = Q (so
V P = PV = V ∗P = PV ∗ = 0) and as U ′ ∈ PAP ,

φ0(U ′ + (IA − P )) = (P + V ∗)(U ′ + (IA − P ))(P + V )
= U ′ + V ∗(IA − P )V
= U ′ + V ∗V V ∗V
= U ′ +Q.

Hence φ−1
0 (U ′ +Q) = U ′ + (IA − P ).

Since E ⊗ (U ′ + (IA − P )) + (IK⊗minA − E ⊗ IA) ∼h IK⊗minA and U ′ + (IA − P ) corresponds to the
unitary E ⊗ φ−1

0 (U ′ + Q) + (IK⊗minA − E ⊗ IA) under the unital isomorphism of the C∗-algebra generated
by
⋃
m≥1 FmAFm and IA is canonically isomorphic to the untization of K⊗min A, U ′ + (IA − P ) ∼h IA as a

unital ∗-isomorphism applied to a path of unitaries is a path of unitaries. Hence U ∼h IA as desired.

With the above in-hand, to continue our quest in showing K1(A) = U(A)/U0(A) we desire to show that
any unitary U ∈ U(Mn(A)) is ∼1-equivalent to a unitary V ∈ U(A) ⊆ U(Mn(A)). This, along with Lemma
4.18, will enable us to finish the proof. Our main tools are the following two lemmas.

Lemma 4.19. Let A be a unital C∗-algebra and let V ∈ A be a partial isometry such that V 2 = 0. Then for
every unitary U ∈ U(V ∗V AV ∗V ) the unitaries

U1 := U + (IA − V ∗V ) and U2 := V UV ∗ + (IA − V V ∗)

are homotopically equivalent in U(A).

Proof. It is clear that U1 and U2 are unitaries in A. Moreover, it is clear that W := V +V ∗+(IA−V V ∗−V ∗V )
is a unitary since V V ∗ and V ∗V are orthogonal projections (as V 2 = 0). Since W ∗ = W , σ(W ) ⊆ R ∩ T =
{1,−1} so Lemma 4.8 (part 2) implies that W ∈ U0(A).

Notice, since V ∗U = 0 = UV , that

WU1W
∗ = (V + V ∗ + (IA − V V ∗ − V ∗V ))(U + (IA − V ∗V ))(V + V ∗ + (IA − V V ∗ − V ∗V ))

= (V U + (V + V ∗)(IA − V ∗V ) + (IA − V V ∗ − V ∗V ))(V + V ∗ + (IA − V V ∗ − V ∗V ))
= (V U + V ∗ + (IA − V V ∗ − V ∗V ))(V + V ∗ + (IA − V V ∗ − V ∗V ))
= V U(V + V ∗) + V ∗V + (IA − V V ∗ − V ∗V )(V + V ∗) + (IA − V V ∗ − V ∗V )
= V UV ∗ + V ∗V + 0 + (IA − V V ∗ − V ∗V )
= V UV ∗ + IA − V V ∗ = U2.

Hence
U2 = WU1W

∗ ∼h IAU1IA = U1

as desired.

Lemma 4.20. Let A be a unital C∗-algebra and let V ∈ Mn(A) be a partial isometry. Then for every
unitary U ∈ U(V ∗VMn(A)V ∗V ), the unitaries

U1 := diag(U + (IMn(A) − V ∗V ), IMn(A)) and U2 := diag(V UV ∗ + (IMn(A) − V V ∗), IMn(A))

are homotopically equivalent in U(M2n(A)).

Proof. Consider the partial isometry V0 := diag(V, 0) ∈ M2n(A). Then it is clear that diag(U, 0) ∈
U(V ∗0 V0M2n(A)V0V

∗
0 ),

U1 = diag(U, 0) + (IM2n(A) − V ∗0 V0) =

[
U + (IMn(A) − V ∗V ) 0

0 IMn(A)

]
,

and

U2 = V0diag(U, 0)V ∗0 + (IM2n(A) − V0V
∗
0 ) =

[
V UV ∗ + (IMn(A) − V V ∗) 0

0 IMn(A)

]
.
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However, if

V1 :=

[
0 IMn(A)

0 0

]
and V2 :=

[
0 0
V 0

]
,

then V1 and V2 are clearly partial isometries in M2n(A) such that V 2
1 = 0 = V 2

2 , V0 = V1V2, and V ∗2 V2 =
diag(V ∗V, 0) = V ∗0 V0. Therefore, by first applying Lemma 4.19 with diag(U, 0) ∈ U(V ∗0 V0M2n(A)V0V

∗
0 ) and

V2, we obtain that
U1 ∼h V2diag(U, 0)V ∗2 + (IM2n(A) − V2V

∗
2 ).

However it is easy to verify that

W := V2diag(U, 0)V ∗2 + (IM2n(A) − V2V
∗
2 ) =

[
0 0
0 V UV ∗ + (IMn(A) − V V ∗)

]
.

Hence, as V ∗1 V1 = diag(0, IMn(A)) and thus diag(0, V UV ∗ + (IMn(A) − V V ∗)) ∈ U(V ∗1 V1M2n(A)V ∗1 V1),
Lemma 4.19 implies

W ∼h V1WV ∗1 + (IM2n(A) − V1V
∗
1 ).

However
V1WV ∗1 + (IM2n(A) − V1V

∗
1 ) = U2

so U1 ∼h U2 as desired (alternatively (V1 + V ∗1 )W (V1 + V1) = U2 and V1 + V ∗1 is a self-adjoint unitary and
thus homotopic to IM2(A)).

With the above completed, we can now prove the necessary theorem about K1(A) to move on with our
studies.

Theorem 4.21. Let A be a unital, simple, purely infinite C∗-algebra. The group homomorphism φ :
U(A)/U0(A)→ K1(A) defined by U 7→ [U ]1 is a group isomorphism.

Proof. To see that φ is injective, suppose U, V ∈ U(A) are such that [U ]1 = [V ]1. By the definition of ∼1,
there exists a k ∈ N such that diag(U, IMk(A)) ∼h diag(U, IMk(A)) in U(Mk+1(A)). Therefore, if E ∈ K is
any rank one projection then

E ⊗ U + (IK⊗minA − E ⊗ IA) ∼h E ⊗ V + (IK⊗minA − E ⊗ IA)

in the unitization of K⊗min A. Thus

E ⊗ UV ∗ + (IK⊗minA − E ⊗ IA) ∼h IK⊗minA

in the unitization of K⊗min A so UV ∗ ∈ U0(A) by Lemma 4.18. Thus φ is injective.
To see that φ is surjective, suppose U ∈ U(Mn(A)) for some n ∈ N. Thus it suffices to show that there

exists a W ∈ U(A) such that [W ]1 = [U ]1. Since Mn(A) is a unital, simple, purely infinite C∗-algebra by
Theorem 3.11, there exists an isometry V ∈Mn(A) such that V V ∗ = E1,1 where E1,1 is the projection with
IA in the (1, 1)-entry and zeros elsewhere. Therefore

diag(U, IMn(A)) ∼h diag(V UV ∗ + (IMn(A) − E1,1), IMn(A))

in U(M2n(A)) by Lemma 4.20. Therefore, if W := V UV ∗ (which can be viewed as a unitary operator in
A), we obtain that

[U ]1 = [diag(U, IMn(A))]1 = [diag(V UV ∗ + (IMn(A) − E1,1), IMn(A))] = [W ]1

so φ is surjective.

The main only use of the above in the rest of this paper will be done in conjunction with the following
result which is essential in the proof of Theorem 5.11.
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Lemma 4.22. Let A be a unital C∗-algebra such that there exists two isometries T1, T2 ∈ A with T1T
∗
1 +

T2T
∗
2 = IA. Then

[T1UT
∗
1 + T2UT

∗
2 ]1 = ([U ]1)2

for any unitary U ∈ A.

Proof. The following proof is motivated by the ideas of Lemma 4.10. Since T1 and T2 are isometries in A
such that T1T

∗
1 + T2T

∗
2 = IA, T ∗1 T2 = 0 = T ∗2 T1. Consider the operator W := T1T

∗
2 + T2T

∗
1 . Then W = W ∗

and
W 2 = T1T

∗
2 T1T

∗
2 + T1T

∗
2 T2T

∗
1 + T2T

∗
1 T1T

∗
2 + T2T

∗
1 T2T

∗
1 = 0 + T1T

∗
1 + T2T

∗
2 + 0 = IA.

Hence W is a self-adjoint unitary operator in A so W ∼h IA by Lemma 4.8. However

(T1UT
∗
1 + T2T

∗
2 )W (T1UT

∗
1 + T2T

∗
2 )W = (T1UT

∗
2 + T2T

∗
1 )(T1UT

∗
2 + T2T

∗
1 ) = T1UT

∗
1 + T2UT

∗
2 .

Hence
T1UT

∗
1 + T2UT

∗
2 ∼h (T1UT

∗
1 + T2T

∗
2 )IA(T1UT

∗
1 + T2T

∗
2 )IA = T1U

2T ∗1 + T2T
∗
2 .

However, by applying Lemma 4.20 with n = 1 and the isometry V = T1, we obtain that

diag(U2, IA) ∼h diag(T1U
2T ∗1 + (IA − T1T

∗
1 ), IA) = diag(T1U

2T ∗1 + T2T
∗
2 , IA)

in U(M2(A)) and thus

[T1UT
∗
1 + T2UT

∗
2 ]1 = [T1U

2T ∗1 + T2T
∗
2 ]1 = [diag(T1U

2T ∗1 + T2T
∗
2 , IA)]1 = [diag(U2, IA)]1 = [U2]1 = ([U ]1)2

with the last equality coming from Proposition 4.14.

Remarks 4.23. To end this section, we note that K0(On) and K1(On) are known. In particular [Cu1]
showed that K0(On) = Zn−1 and K1(On) = 0 for all n ≥ 2. It will be necessary in the final step of Theorem
11.11 to know that K0(O2) is trivial. However, we will obtain this fact as a corollary of Theorem 6.12.
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5 Approximation Properties of Purely Infinite C∗-Algebras

In this chapter we will begin to study purely infinite C∗-algebras and their various properties. First we will
look at a larger class of C∗-algebras, known as the real rank zero C∗-algebra, and see that purely infinite
C∗-algebras have real rank zero which will give us several interesting properties. Then we will show that
purely infinite C∗-algebras have the weak finite unitary property.

The results for the real rank zero portion of this chapter were developed from the excellent book [Da] (if
you are reading these notes, you should definitely invest in this book). The portion of this chapter on the
weak finite unitary property was developed from the original paper [Ph].

We begin with the definition of what it means for a C∗-algebra to have real rank zero.

Definition 5.1. A unital C∗-algebra A is said to have real rank zero if the set of invertible self-adjoint
elements, A−1

sa , is dense in the set of all self-adjoint elements, Asa.
A non-unital C∗-algebra is said to have real rank zero if its unitization has real rank zero.

Example 5.2. Clearly C(X) has real rank zero for a compact Hausdorff space X if and only if X is totally
disconnected. Clearly every von Neumann algebra has real rank zero. Therefore all finite dimensional C∗-
algebras have real rank zero. Moreover, it is easy to see that the inductive limit of C∗-algebras of real rank
zero has real rank zero and thus AF C∗-algebras have real rank zero. Moreover, the following proposition
gives us more examples.

Proposition 5.3. Let A be a unital, purely infinite C∗-algebra. Then A has real rank zero.

Proof. Let A ∈ A be a self-adjoint operator with ‖A‖ = 1 and let ε > 0. Consider the two functions on R
defined by

fε(x) = max{ε− |x|, 0} and gε(x) =

 0 if |x| < ε
x− ε if x ≥ ε
x+ ε if x ≤ ε

.

Clearly gε(x)fε(x) = 0 for all x ∈ R. Moreover, clearly ‖gε(A)−A‖ < ε.
Let B := fε(A)Afε(A) which is a hereditary C∗-subalgebra of A. Therefore, since A is purely infinite,

there exists an infinite projection P ∈ B. Since gε(x)fε(x) = 0 for all x ∈ R, gε(A)B = {0} = Bgε(A).
Therefore gε(A)P = 0 = Pgε(A) so gε(A) = (I − P )gε(A)(I − P ). Hence, as gε(A) > 0, B 6= A so P 6= I.
Hence I − P 6= 0. Therefore, since P is infinite, Proposition 2.6 implies that I − P is equivalent to a
subprojection of A. Therefore, there exists a partial isometry V ∈ A such that V ∗V = I −P and V V ∗ < P .
Let Q = V V ∗.

Consider the element
Bε := gε(A) + ε(V + V ∗) + ε(P −Q).

By viewing A as a unital C∗-subalgebra of B(H), we notice that the matrix decomposition of Bε with respect
to (I − P )H⊕QH⊕ (P −Q)H (where V : (I − P )H → QH is viewed as the identity) is

Bε =

 gε(A) ε 0
ε 0 0
0 0 ε

 .
Therefore, since [

gε(A) ε
ε 0

] [
0 1

ε
1
ε − 1

ε2 gε(A)

]
= I2 =

[
0 1

ε
1
ε − 1

ε2 gε(A)

] [
gε(A) ε
ε 0

]
it is easy to see that Bε is an invertible, self-adjoint operator. Moreover

‖Bε −A‖ ≤ ‖gε(A)‖+ 3ε ≤ 4ε

Hence, as A ∈ Asa was arbitrary, the proof is complete.
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Corollary 5.4. On has real rank zero for all n ≥ 2 and n =∞.

The most interesting properties of real rank zero C∗-algebras are contained in the following.

Theorem 5.5. Let A be a unital C∗-algebra. Then the following are equivalent:

1. (RR0) A has real rank zero.

2. (FS) The element of A with finite spectrum are dense in Asa.

3. (HP) Every hereditary C∗-subalgebra of A has an approximate identity of projections (where the net of
projections need not be increasing).

Proof. We will show that (1) implies (2), (2) implies (3), and (3) implies (1). Note that (2) implies (1) is
trivial.

Suppose A has real rank zero. The idea is to take an arbitrary self-adjoint element, modify it a little
using the real rank property so that its spectrum consists of disjoint intervals, and then approximate this
new operator using spectral projections. Let A ∈ A be a self-adjoint operator with norm 1 and let ε >
0. Let −1 = x1, x2, . . . , xn = 1 be an increasing subset of [−1, 1] that forms an ε

2 -net for [−1, 1]. Let
ε1 = ε

4 . Since A has real rank zero, there exists an element A1 ∈ Asa such that A1 − x1I is invertible and
‖(A1 − x1I)− (A− x1I)‖ < ε1. Hence ‖A−A1‖ < ε1.

Next choose 0 < ε2 <
ε
8 such that [x1 − ε2, x1 + ε2] does not intersect σ(A1). Since A has real rank

zero, there exists an element A2 ∈ Asa such that A2− x2I is invertible and ‖(A2 − x2I)− (A1 − x2I)‖ < ε2.
Hence ‖A2 −A1‖ < ε2. Moreover, by the choice of ε2,

∥∥(A1 − x1I)−1
∥∥ < ε−1

2 so∥∥I − (A1 − x1I)−1(A2 − x1I)
∥∥ ≤ ∥∥(A1 − x1I)−1

∥∥ ‖A2 −A1‖ < 1

Hence (A1 − x1I)−1(A2 − x1I) and thus A2 − x1I must be invertible. Therefore x1, x2 /∈ σ(A2).
Next choose 0 < ε3 <

ε
16 such that [x1 − ε3, x1 + ε3] and [x2 − ε3, x2 + ε3] do not intersect σ(A2). By

repeating the above process ad nauseum, we eventually obtain a self-adjoint operator An ∈ A such that
xi /∈ σ(An) for all i and

‖A−An‖ ≤
n∑
i=1

εi < ε

(
n∑
i=1

2−i−1

)
<
ε

2
.

Since xi /∈ σ(An) for all i, the operator

B := −EAn
(
−1− ε

2
,−1

]
+

n∑
i=2

xiEAn(xi−1, xi] + EAn

(
1, 1 +

ε

2

)
(where EAn(X) represents the spectral projection of An onto X) is an element of A. Clearly B is a self-adjoint
operator with finite spectrum such that

‖A−B‖ ≤ ‖A−An‖+ ‖An −B‖ <
ε

2
+
ε

2
= ε

as desired. Hence (1) implies (2).
Next suppose that (2) holds. Let B be a hereditary C∗-subalgebra of A. To show that B has an

approximate identity of projections, it suffices to show that for any finite set B1, . . . , Bn ∈ B and any
0 < ε < 1

2 , there exists a projection P ∈ B such that ‖Bi −BiP‖ < ε for all i (and a two-sided approximation
will be obtained by considering adjoints). To begin, fix B1, . . . , Bn ∈ B and any 0 < ε < 1

2 . Then

‖Bi −BiP‖2 = ‖(I − P )B∗iBi(I − P )‖ ≤ ‖(I − P )B(I − P )‖ ≤ ‖B −BP‖

where B =
∑n
i=1B

∗
iBi. Therefore it suffices to consider the positive operator B. Moreover we may assume

that ‖B‖ = 1.
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We will first construct a projection in A that has the desired property and then we will modify it slightly
to obtain a projection in B. Fix 0 < δ < 1

6 (ε− ε2). Then fix n ∈ N such that δ
2
n > 1− δ (which is possible

since δ < 1). Since A has property (2), there exists a positive operator C ∈ A such that C has finite spectrum

and
∥∥∥B 1

n − C
∥∥∥ < δ

n and ‖C‖ ≤ 1. Let A = Cn. Therefore

‖A−B‖ ≤
n∑
i=1

‖C‖i
∥∥∥C −B 1

n

∥∥∥∥∥∥B 1
n

∥∥∥n−i ≤ n∥∥∥C −B 1
n

∥∥∥ < δ.

Since C has finite spectrum, A also has finite spectrum and therefore the projection Q := EA[δ, 1] ∈ A. It is
clear by the functional calculus that

‖A−AQ‖ < δ and
∥∥∥A 1

nQA
1
n −A

∥∥∥ ≤ max{1− δ 2
n , δ} = δ.

Let X := B
1
nQB

1
n (so X is positive with ‖X‖ ≤ 1). Moreover, since B is hereditary, we obtain that X ∈ B.

We claim that X is almost a projection. Since

‖X −Q‖ =
∥∥∥B 1

nQB
1
n −A 1

nQA
1
n +A

1
nQA

1
n −Q

∥∥∥ ≤ 2
∥∥∥B 1

n −A 1
n

∥∥∥+
∥∥∥A 1

nQA
1
n −Q

∥∥∥ < 3δ

we obtain that ∥∥X −X2
∥∥ = ‖(I −Q)(X −Q)− (X −Q)X‖ ≤ 6δ < ε− ε2.

Therefore, by the spectral theorem, σ(X) ⊆ [0, ε]∪ [1− ε, 1]. Let P := EX [1− ε, 1] which is an element of B
by our choice of ε < 1

2 . Clearly ‖X − P‖ < ε and

‖B −BP‖ ≤ ‖B −A‖+‖A−AQ‖+‖AQ−BQ‖+‖BQ−BP‖ < 3δ+‖Q− P‖ ≤ 3δ+(3δ+ε) < 2ε−ε2 < 2ε

as desired.
Finally suppose (3) holds and let A ∈ A be an arbitrary self-adjoint operator of norm 1 and let ε > 0. Let

A = A+ − A− be the decomposition of A into its positive and negative parts (where A+ and A− commute
with A+A− = 0). Let B = A+AA+ which is a hereditary C∗-subalgebra of A by Lemma 2.9. Since A has
property (3), there exists a projection P ∈ B such that ‖A+ −A+P‖ < ε. Since P ∈ B and A+A− = 0, we
obtain that A−P = 0 = PA−.

Let
Bε := PAP + (2ε)P + (I − P )A(I − P )− (2ε)(I − P ) ∈ A.

Then Bε is self-adjoint and

‖Bε −A‖ ≤ ‖PA(I − P ) + (I − P )AP‖+ 2ε ‖P − (I − P )‖ ≤ ε+ 2ε = 3ε.

Moreover, since Bε commutes with P , Bε is invertible if and only if PBεP and (I−P )Bε(I−P ) are invertible.
However

PBεP = PAP + (2ε)P ≥ (2ε)P

which is invertible as 2ε > 0 and

(I − P )Bε(I − P ) = (I − P )A(I − P )− (2ε)(I − P )
= (I − P )A+(I − P )− (I − P )A−(I − P )− (2ε)(I − P )
≤ ε(I − P )− (2ε)(I − P ) = −ε(I − P )

(where (I − P )A+(I − P ) ≤ ε(I − P ) as ‖A+ −A+P‖ < ε) which is invertible as −ε < 0. Hence A has real
rank zero.

By the above theorem, we can see that the self-adjoint elements with finite spectrum are dense in the
set of all self-adjoint elements in a real rank zero C∗-algebra (this is known as property (FS)). However, we
know that the spectrum of any unitary element of a C∗-algebra has dimension one in C so it is natural to
ask whether any unitary operator can be approximated by a unitary operator with finite spectrum in a real
rank zero C∗-algebra. We encapsulate this idea in the following definition.
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Definition 5.6. A unital C∗-algebra A is said to have the finite unitary property (written property (FU))
if every unitary operator U ∈ A is a limit of unitary operators with finite spectrum.

A unital C∗-algebra A is said to have the weak finite unitary property (written weak (FU)) if every
unitary operator U ∈ A in the connected component of the identity in the group of unitary operators of A
(denoted U0(A)) is a limit of unitary operators with finite spectrum.

A non-unital C∗-algebra is said to have (weak) property (FU) if its unitization has (weak) property (FU).

We will mainly be interesting in weak property (FU). Our goal is to show that every unital, simple,
purely infinite C∗-algebra has weak property (FU). The main idea of the proof is contained in the following
(although the details will take us a fair amount of time to fill in).

Remarks 5.7. It is well known that if A is a unital C∗-algebra then U0(A) is the closure of {eiA1eiA2 · · · eiAn |
Aj ∈ Asa} and is path-connected (see Lemma 4.9). However, if U ∈ U0(A) were a limit of elements of the
form eiAn where An ∈ Asa and if A had property (FS), then, by approximating each An by a self-adjoint
element with finite spectrum, it is easy to see that U is the limit of unitaries with finite spectrum. Therefore,
our goal is to show that in a unital, simple, purely infinite C∗-algebra every unitary U ∈ U0(A) is a limit of
elements of the form eiAn where An ∈ Asa. One useful observation is that if U ∈ A is a unitary operator
such that σ(U) 6= T, then U = eiA for some self-adjoint operator A ∈ A by Lemma 4.8. The proof that
unital, simple, purely infinite C∗-algebras have weak property (FU) will involve a series of technical lemmas.

Lemma 5.8. Let A be a unital C∗-algebra, let α : [0, 1]→ U0(A) be a piecewise C1 path such that α(0) = I,
and let L be the length of α. Then σ(α(1)) ⊆ {eiθ | −L ≤ θ ≤ L}.

Proof. To begin, we first claim that if U, V ∈ A are unitaries and λ ∈ σ(V ), then there exists a µ ∈ σ(U)
such that |µ− λ| ≤ ‖U − V ‖. To see this, suppose to the contrary that λ ∈ σ(V ) yet |µ− λ| > ‖U − V ‖ for
all µ ∈ σ(U). Then

‖I − (λI − V )‖ =
∥∥(λI − U)−1(λI − U)− (λI − V )

∥∥ ≤ ∥∥(λI − U)−1
∥∥ ‖U − V ‖ < 1

as
∥∥(λI − U)−1

∥∥ ≤ dist(λ, σ(U))−1 < ‖U − V ‖−1
. Hence λI − V is invertible which is a contradiction.

Hence the claim must be true.
Let 0 = x0 < x1 < · · · < xn = 1 be any partition of [0, 1]. Suppose λ ∈ σ(α(1)). By moving backwards

along α, the above claim implies there are scalars µk ∈ σ(α(xk)) such that µn = λ and |µk − µk−1| ≤
‖α(xk)− α(xk+1)‖. Hence

n∑
k=1

|µk − µk−1| ≤
n∑
k=1

‖α(xk)− α(xk+1)‖

By taking the infimum over all partitions of [0, 1], we see that the right hand side of the above equation must
converge to L as α is C1. Since maxk{|µk − µk−1|} ≤ maxk{‖α(xk)− α(xk+1)‖}, the limit of the left hand
side of the above equation is at most the length of the path from 1 to λ along the unit circle. Therefore the
result follows.

The following is a result that is related to K-theory and is motivated by Lemma 4.10.

Lemma 5.9. Let A be a unital C∗-algebra and let U ∈ A be a unitary operator. Then for all ε > 0 there
exists an A ∈M2(A)sa such that

∥∥U ⊕ U∗ − eiA∥∥ < ε.

Proof. The idea of the proof is to show that U ⊕ U∗ can be approximated by unitary operators with a gap
in their spectrum. Define the C1 path α : [0, π2 ]→ U0(A) by

α(x) =

[
U 0
0 I

] [
cos(x) sin(x)
− sin(x) cos(x)

] [
U∗ 0
0 I

] [
cos(x) − sin(x)
sin(x) cos(x)

]
.

It is clear that α is a C1 path, α(0) = I2 and α
(
π
2

)
= U ⊕ U∗. Moreover, if we take the derivative of α,

we see, by the product rule, that α′(x) is the sum of two unitary operators so ‖α′(x)‖ ≤ 2 for all x ∈ [0, π2 ].
Therefore, for any x < π

2 , Lemma 5.8 implies that −1 /∈ σ(α(x)). Hence U ⊕ U∗ can be approximated by
unitary operators with a gap in their spectrum and thus the result follows by the functional calculus.
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Now we are at our main technical lemma before attempting to prove our desired result.

Lemma 5.10. Let A be a unital, simple, purely infinite C∗-algebra, let E1, E2, E3, and E4 be non-zero
orthogonal projections in A such that

∑4
j=1Ej = I, and let A ∈ A be a partial isometry with A∗A = E2 and

AA∗ = E3. Let U ∈ U(E1AE1) be such that σ(U) = T, and let V ∈ U(E2AE2). Then for any ε > 0 there
exists a unitary Z ∈ U(A) and a unitary W ∈ U(E4AE4) with finite spectrum such that

‖Z∗(U + I − E1)Z − (U + V +AV ∗A∗ +W )‖ < ε. (∗)

It is helpful to consider the matrix decomposition of A of the equation (∗) with respect to the (i, j)th

coordinate being in EiAEj and identifying E2AE2 and E3AE3 via the partial isometry A:∥∥∥∥∥∥∥∥Z
∗


U 0 0 0
0 I 0 0
0 0 I 0
0 0 0 I

Z −

U 0 0 0
0 V 0 0
0 0 V ∗ 0
0 0 0 W


∥∥∥∥∥∥∥∥ < ε

Proof. Consider the ∗-isomorphism ϕ :M2(E2AE2)→ (E2 + E3)A(E2 + E3) defined by

ϕ

([
A1,1 A1,2

A2,1 A2,2

])
= A1,1 +A1,2A

∗ +AA2,1 +AA2,2A
∗

(which is clearly a ∗-isomorphism). Therefore V +AV ∗A∗ = ϕ(V ⊕ V ∗). Therefore, by Lemma 5.9, we can
replace V +AV ∗A∗ by eiH where H ∈ ((E2 +E3)A(E2 +E3))sa. Moreover, since A is purely infinite, Lemma
2.13 implies that (E2 +E3)A(E2 +E3) is purely infinite. Hence (E2 +E3)A(E2 +E3) has real rank zero by
Proposition 5.3. Hence we can assume that V + AV ∗A∗ =

∑n
j=1 λjQj where λj ∈ T and Qj are non-zero,

orthogonal projections which sum to E2 + E3. Finally, by allowing another small perturbation by applying
Lemma 4.16 to the unital, purely infinite C∗-algebra E1AE1, we can assume that U = U0 +

∑n
j=1 λjPj where

P1, . . . , Pn are infinite, orthogonal projections in E1AE1 and, if P := E1 −
∑n
j=1 Pj , then U0 ∈ U(PAP )

(this is possible since σ(U) = T).
Now we will find Z and W with the appropriate properties such that

Z∗(U + I − E1)Z = U +

n∑
j=1

λjQj +W

(and thus the only approximations needed were the ones done above). Since E1AE1 is a unital, simple,
purely infinite C∗-algebra and every non-zero projection in E1AE1 is infinite by Lemma 2.13, there exists
partial isometries Cj ∈ P1AP1 such that C∗jCj = Pj and CjC

∗
j < Pj . Let C := P +

∑n
j=1 Cj . Then, since

P, P1, . . . , Pn are orthogonal projections with P +
∑n
j=1 Pj = E1, we obtain that

C∗C = P +

n∑
j=1

Pj = E1, CC∗ = P +

n∑
j=1

CjC
∗
j = E1 −

n∑
j=1

(Pj − CjC∗j ),

and

CUC∗ =

P +

n∑
j=1

Cj

U0 +

n∑
j=1

λjPj

P +

n∑
j=1

C∗j

 = U0 +

n∑
j=1

λjCjC
∗
j .

Next, since each Pj − CjC
∗
j is infinite, Proposition 2.6 implies we can choose partial isometries Dj ∈ A

such that D∗jDj = Qj and DjD
∗
j ≤ Pj − CjC

∗
j . Therefore, since Q1, . . . , Qn are orthogonal, if we let

D :=
∑n
j=1Dj , then D is a partial isometry with

D∗D =

n∑
j=1

Qj = E2 + E3, DD∗ =

n∑
j=1

DjD
∗
j ≤

n∑
j=1

(Pj − CjC∗j ),
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and

D

 n∑
j=1

λjQj

D∗ =

n∑
j=1

λjDjD
∗
j .

Finally, by Theorem 2.14, there exists a partial isometry B ∈ A such that

B∗B < E4 and BB∗ =

n∑
j=1

(Pj − CjC∗j −DjD
∗
j ).

Let

W0 :=

n∑
j=1

λjB
∗(Pj − CjC∗j −DjD

∗
j )B

which clearly is a unitary in (B∗B)A(B∗B) ⊆ E4AE4 with finite spectrum. Thus

BW0B
∗ =

n∑
j=1

λj(Pj − CjC∗j −DjD
∗
j ).

Moreover, if Z0 := B + C +D, then

Z∗0Z0 = (B∗ + C∗ +D∗)(B + C +D) = B∗B + C∗C +D∗D = E1 + E2 + E3 +B∗B

(where a little thought is needed to ensure cancellation),

Z0Z
∗
0 = (B + C +D)(B∗ + C∗ +D∗) = BB∗ + CC∗ +DD∗ = E1

(where a little thought is needed to ensure cancellation), and

Z0

U +

n∑
j=1

λjQj +W0

Z∗0 = CUC∗ +D

 n∑
j=1

λjQj

D∗ +BW0B
∗

=

U0 +

n∑
j=1

λjCjC
∗
j

+

 n∑
j=1

λjDjD
∗
j

+

 n∑
j=1

λj(Pj − CjC∗j −DjD
∗
j )


= U0 +

n∑
j=1

λjPj

= U

Therefore, Z0 implies that
[E1]0 = [E1 + E2 + E3 +B∗B]0

in K0(A). Thus

[I − E1]0 + [E1]0 = [I]0 = [I − (E1 + E2 + E3 +B∗B)]0 + [E1 + E2 + E3 +B∗B]0 = [E4 −B∗B]0 + [E1]0.

Since K0(A) is a group by Theorem 4.4, the above implies

[I − E1]0 = [E4 −B∗B]0

and thus I − E1 is equivalent to E4 − B∗B in A. Hence there exists a partial isometry Y ∈ A such that
Y Y ∗ = I − E1 and Y ∗Y = E4 −B∗B.

Let Z := Z0 + Y and W := W0 + E4 −B∗B. Then

Z∗Z = (Z∗0 + Y ∗)(Z0 + Y ) = Z∗0Z0 + Y ∗Y = (E1 + E2 + E3 +B∗B) + (E4 −B∗B) = I
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and similarly
ZZ∗ = Z0Z

∗
0 + Y Y ∗ = (E1) + (I − E1) = I

so Z is a unitary operator in A. Moreover W ∈ E4AE4 being the sum of elements of E4AE4. Moreover, since
W0 was a unitary in (B∗B)A(B∗B) with finite spectrum, W is a unitary in E4AE4 with finite spectrum.
Finally

Z∗(U + I − E1)Z = (Z∗0 + Y ∗)(U + I − E1)(Z0 + Y )

= Z∗0UZ0 + Y ∗(I − E1)Y

= Z∗0

Z0

U +

n∑
j=1

λjQj +W0

Z∗0

Z0 + (E4 −B∗B)

= (E1 + E2 + E3 +B∗B)

U +

n∑
j=1

λjQj +W0

 (E1 + E2 + E3 +B∗B) + (E4 −B∗B)

= U +

n∑
j=1

λjQj +W0 + (E4 −B∗B)

= U +

n∑
j=1

λjQj +W

as desired.

Finally, we have the following.

Theorem 5.11. Let A be a unital, simple, purely infinite C∗-algebra and let U ∈ U0(A). Then for all ε > 0
there exists an A ∈ Asa such that

∥∥U − eiA∥∥ < ε. Hence A has weak property (FU).

Proof. Let U ∈ U0(A) and let ε > 0. If σ(U) 6= T, we are done by the Continuous Functional Calculus. Thus
we may assume σ(U) = T.

Since 1 ∈ σ(U), by Lemma 4.16 there exists an infinite projection P0 and a unitary U00 ∈ (I−P0)A(I−P0)
such that ‖U − (U00 + P0)‖ < ε

4 and U00 = (I −P0)U(I −P0). Since U0(A) is open, we can suppose without
loss of generality that U00 +P0 ∈ U0(A). Since P0 is an infinite (and thus properly infinite) projection, there
exists a partial isometry X ∈ A such that X∗X = P0 and XX∗ < P0. Since U00 + P0 ∈ U0(A), there exists
a continuous path α : [0, 1]→ U0(A) such that α(0) = I and α(1) = U00 + P0. Let

α0 : [0, 1]→ (I − P0 +XX∗)A(I − P0 +XX∗)

be defined by
α0(x) = (I − P0 +X)α(x)(I − P0 +X)∗.

It is trivial to note that
(I − P0 +X)(I − P0 +X)∗ = I − P0 +XX∗

so α0 does indeed map into (I − P0 +XX∗)A(I − P0 +XX∗). Moreover, we claim that α0(x) is invertible
for all x. To see this, we notice that

(I − P0 +X)∗(I − P0 +X) = I − P0 +X∗X = I

so it is clear that since each α(x) is invertible, each α0(x) is invertible. Therefore, if we define

α00 : [0, 1]→ U((I − P0 +XX∗)A(I − P0 +XX∗))

by α00(x) = α0(x)|α0(x)|−1, then α00 is a continuous path. Moreover α00(0) = (I − P0 +XX∗) and since

α0(1) = (I − P0 +X)(U00 + P0)(I − P0 +X)∗ = (I − P0)U00(I − P0) +XX∗ = U00 +XX∗
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which is a unitary element in (I − P0 +XX∗)A(I − P0 +XX∗), we obtain that

U00 +XX∗ ∈ U0((I − P0 +XX∗)A(I − P0 +XX∗)).

Therefore, if P := P0 −XX∗ and U0 := U00 +XX∗, then U0 ∈ U0((I −P )A(I −P )) and ‖U − (U0 + P )‖ =
‖U − (U00 + P0)‖ < ε

4 . Again, if σ(U0) 6= T, we would be done by considering direct sums. Thus we may
assume that σ(U0) = T.

Since U0 ∈ U0((I − P )A(I − P )), we can find unitaries U0, U1, . . . , UN ∈ U0((I − P )A(I − P )) such that
‖Uj − Uj+1‖ < ε

4 for all j = 0, . . . , N − 1, U0 = I − P , and UN = I − P . Since A is a unital, simple, purely
infinite C∗-algebra by Lemma 2.13, Lemma 2.3 implies there exists partial isometries {Cj}Nj=1 ∪ {Dj}Nj=1

such that C∗jCj = D∗jDj = I − P for all j and Pj = CjC
∗
j and Qj = DjD

∗
j are all mutually orthogonal

projections such that
N∑
j=1

Pj +

N∑
j=1

Qj < P.

Let V :=
∑N
j=1 CjU

∗
j C
∗
j , A :=

∑N
j=1DjC

∗
j , E1 := I − P , E2 :=

∑N
j=1 CjC

∗
j , E3 :=

∑N
j=1DjD

∗
j , and

E4 := P − E2 − E3. By construction, E1, E2, E3, E4 are non-zero orthogonal projections that sum to the
identity. Moreover, it is clear that

A∗A =

N∑
j=1

CjC
∗
j = E2 and AA∗ =

N∑
j=1

DjD
∗
j = E3.

By construction U0 ∈ U(E1AE1) is such that σ(U0) = T. Lastly, it is clear that V ∈ E2AE2 and since

V ∗V =

N∑
j=1

CjUjC
∗
jCjU

∗
j C
∗
j =

N∑
j=1

CjUj(I − P )U∗j C
∗
j =

N∑
j=1

CjUjU
∗
j C
∗
j =

N∑
j=1

Cj(I − P )C∗j = E2

and similarly V V ∗ = E2. Hence V ∈ U(E2AE2). Hence, by Lemma 5.10, there exists a unitary Z ∈ U(A)
and a unitary W ∈ E4AE4 with finite spectrum such that

‖Z∗(U0 + P )Z − (U0 + V +AV ∗A+W )‖ < ε

4
.

Let D0 := I − P and let B :=
∑N
j=1Dj−1C

∗
j . Then

B∗B =

N∑
j=1

CjC
∗
j =

N∑
j=1

Pj and BB∗ =

n∑
j=1

Dj−1D
∗
j−1 = (I − P ) +

N−1∑
j=1

Qj .

Moreover, we notice that

AV ∗A∗ =

N∑
i,j,k=1

DiC
∗
i CjUjC

∗
jCkD

∗
k =

N∑
j=1

DjUjD
∗
j

and

BV ∗B∗ =

N∑
i,j,k=1

Di−1C
∗
i CjUjC

∗
jCkD

∗
k−1 =

N∑
j=1

Dj−1UjD
∗
j−1.

Therefore

‖(U0 + (AV ∗A∗ −QN ) + V )− (BV ∗B∗ + V )‖

=

∥∥∥∥∥∥D0U0D
∗
0 +

N∑
j=1

DjUjD
∗
j −

N∑
j=1

Dj−1UjD
∗
j−1 −QN

∥∥∥∥∥∥
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=

∥∥∥∥∥∥
N∑
j=1

Dj−1(Uj−1 − Uj)D∗j−1 +DNUNDN −QN

∥∥∥∥∥∥
=

∥∥∥∥∥∥
N∑
j=1

Dj−1(Uj−1 − Uj)D∗j−1

∥∥∥∥∥∥ since UN = I − P so DNUND
∗
n = DND

∗
N = QN

= max{‖Uj−1 − Uj‖ | 1 ≤ j ≤ N} since Dj−1(Uj−1 − Uj)D∗j−1 = Qj−1Dj−1(Uj−1 − Uj)D∗j−1Qj−1

<
ε

4
.

Let

R :=

I − P +

N−1∑
j=1

Qj

+

N∑
j=1

Pj = I − E4 −QN

Since R = BB∗+B∗B, by applying the same proof used at the beginning of the proof of Lemma 5.10, there
exists a self-adjoint element H0 ∈ RAR such that

∥∥eiH0 − (BV ∗B∗ + V )
∥∥ < ε

4 where eiH0 ∈ RAR.
Since W has finite spectrum, there exists an H1 ∈ E4AE4 such that W = eiH1 (the exponential in

E4AE4). Let H := H0 + H1. By the construction of R, H0H1 = 0 and HQN = 0 = QNH. Therefore
eiH = eiH0 +QN +W (where we view eiH0 ∈ RAR). Therefore∥∥eiH − Z∗UZ∥∥ ≤ ∥∥eiH0 − (BV ∗B + V )

∥∥+ ‖(BV ∗B + V )− (U0 +AV ∗A∗ −QN + V )‖
+ ‖(U0 + V +AV ∗A+W )− Z∗(U0 + P )Z‖+ ‖(U0 + P )− U‖

≤ ε

Hence
∥∥eiZHZ∗ = U

∥∥ ≤ ε as desired.
Hence, by Remarks 5.7, A has weak property (FU).

It should be noted that H. Lin has proven that all unital C∗-algebra of real rank zero have the weak (FU)
property (see [Li]). However, to prove this would take us too far from our goal.
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6 ∗-Homomorphisms From O2

In this chapter we will study the unital ∗-homomorphisms from O2 into a unital, simple, purely infinite
C∗-algebra. The main goal of this chapter is to prove that all such ∗-homomorphisms are approximately
unitarily equivalent.

Most of the results for this chapter were developed from the book [Ro2] and the additional papers
referenced there. Lemma 6.4 is from the excellent book [Da]. The details of Lemma 6.7 are from [Ro1].

We begin with a definition that will be interesting for C∗-algebra with weak property (FU).

Definition 6.1. Let A be a unital C∗-algebra. We say that A has finite exponential length L if each
unitary U ∈ U0(A) can be written as U = eiH1 · · · eiHn where Hj ∈ A are self-adjoint elements such that∑n
j=1 ‖Hj‖ ≤ L.

Lemma 6.2. Let A be a unital C∗-algebra with weak property (FU). Then A has finite exponential length 4.

Proof. Let U ∈ U0(A) be arbitrary. Since A has weak property (FU), there exists a unitary V ∈ A such that
V has finite spectrum and ‖U − V ‖ < 2

π (4 − π). Therefore UV ∗ is a unitary in A such that ‖UV ∗ − I‖ <
2
π (4−π) < 1 so that −1 /∈ σ(UV ∗) by the Continuous Functional Calculus. Hence there exists a self-adjoint
element H1 ∈ A such that UV ∗ = eiH1 . In fact, we can choose H1 = ln(UV ∗) for a suitable branch of ln and
thus we can force σ(H1) = ln(σ(UV ∗)) for this choice of ln. However, since ‖UV ∗ − I‖ < 2

π (4 − π), we see
that

‖H1‖ ≤ arccos

(
2π − 4

π

)
≤ 4− π

by the Continuous Functional Calculus. Hence U = eiH1V with ‖H1‖ ≤ 4− π. Since V has finite spectrum,
we can write V = eiH2 where H2 is self-adjoint and ‖H2‖ ≤ π. Therefore we have that U = eiH1eiH2 . Since
(4− π) + π = 4, the result is complete.

Lemma 6.3. Let A be a unital C∗-algebra with weak property (FU) and let k ∈ N. Every unitary U ∈ U0(A)
can be written as U = V1 · · ·V2k where Vj are unitaries in A such that ‖Vj − I‖ ≤ π

k .

Proof. From the proof of Lemma 6.2 each unitary U ∈ U0(A) can be written as U = eiH1eiH2 where
‖Hj‖ ≤ π. Hence k = 1

∥∥eiHj − I∥∥ ≤ 2 ≤ π which completes the proof when k = 1.
By the Continuous Functional Calculus it is easy to see that if W ∈ A is a unitary with finite spectrum

then ∥∥∥W 1
k − I

∥∥∥ ≤√2− 2 cos
(π
k

)
≤
√

2

√
1− cos

(π
k

)
≤
√

2

√(
π
k

)2
2

=
π

k
.

Therefore, for each k ∈ N, U = ei
H1
k ei

H1
k · · · ei

H1
k ei

H2
k ei

H2
k · · · ei

H2
k where

∥∥∥eiHjk − I∥∥∥ ≤ π
k .

Next we will need some specific properties of a ‘shift’ action that is similar to the one used to prove that
O2 was nuclear in Construction 1.18. To prove this, we will need to view the 2∞ UHF C∗-algebra in an
alternative manner.

Lemma 6.4. Let α : `2(N)→ B(`2(N)) be any continuous linear map such that

α(ξ)α(η) + α(η)α(ξ) = 0 and α(ξ)∗α(η) + α(η)α(ξ)∗ = 〈η, ξ〉I

for all ξ, η ∈ `2(N) (these two equations are known as the Canonical Anticommutation Relations). If A is the
C∗-algebra generated by {α(ξ) | ξ ∈ `2(N)} ⊆ B(`2(N)) then A is ∗-isomorphic to the 2∞ UHF C∗-algebra.

Proof. Let (ej)j≥1 be the canonical orthonormal basis for `2(N). For each unit vector ξ ∈ `2(N) let E(ξ) :=
α(ξ)∗α(ξ). Using the CARs, we see that α(ξ)2 = 0 and α(ξ)∗α(ξ)+α(ξ)α(ξ)∗ = I. If we multiply the second
equation by α(ξ)∗α(ξ), we see that (α(ξ)∗α(ξ))2 = α(ξ)∗α(ξ) and thus E(ξ) is a projection. Moreover
α(ξ)α(ξ)∗ is a projection which will be orthogonal to E(ξ) and α(ξ)α(ξ)∗ + E(ξ) = I by the CARs. Hence
α(ξ)α(ξ)∗ = E(ξ)⊥(:= I − E(ξ)).
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Therefore α(e1) is a partial isometry with domain E(e1) and range E(e1)⊥. Therefore

C∗(α(e1)) = span{α(e1), α(e1)∗, E(e1), E(e1)⊥} ' M2(C).

Let E
(1)
2,1 := α(e1), E

(1)
1,2 := α(e1)∗, E

(1)
1,1 := E(e1), and E

(1)
2,2 := E(e1)⊥ (so that {E(1)

i,j } are matrix units for
C∗(α(e1))).

Next we notice that if ξ and η are orthogonal unit vectors then

α(η)E(ξ)− E(ξ)α(η) = α(η)α(ξ)∗α(ξ) + α(ξ)∗α(η)α(ξ) = 〈η, ξ〉α(ξ) = 0

(by the CARs) so that α(η) commutes with E(ξ). Hence it is easy to see that E(η) commutes with E(ξ).
Let V1 := I − 2E(e1) = E(e1)⊥ − E(e1). Then (by the CARs)

V1α(e2)α(e1) = −V1α(e1)α(e2) = −α(e1)α(e1)∗α(e1)α(e2) = α(e1)V1α(e2)

and
V1α(e2)α(e1)∗ = −V1α(e1)∗α(e2) = −α(e1)∗α(e1)α(e1)∗α(e2) = α(e1)∗V1α(e2)

so that V1α(e2) commutes with C∗(α(e1)).
Since V1 = V ∗1 , V 2

1 = I, and V1 commutes with α(e2), we see that

C∗(V1α(e2)) = span{V1α(e2), V1α(e2)∗, E(e2), E(e2)⊥} ' M2(C)

and the matrix units of C∗(V1α(e2)) commute with the matrix units of C∗(α(e1)). Let E
(2)
2,1 := V1α(e2),

E
(2)
1,2 := V1α(e2)∗, E

(2)
1,1 := E(e2), and E

(2)
2,2 := E(e2)⊥. Therefore we can see that C∗(α(e1), α(e2)) =

C∗(α(e1), V1α(e2)) 'M4(C) with a standard basis {E(1)
i,j E

(2)
k,l } for 1 ≤ i, j, k, l ≤ 2.

Therefore, if we define Vn :=
∏n
j=1(I−2E(ej)) for all n ≥ 2 and we define the matrix units E

(n)
1,1 := E(en),

E
(n)
2,1 := Vn+1α(en), E

(n)
1,2 := Vn+1α(en)∗, and E

(n)
2,2 := E(en)⊥ for all n ≥ 1, we can repeat the above proof to

see that An := C∗({α(ej) | 1 ≤ j ≤ n}) are an increasing sequence of matrix algebras with An isomorphic

toM2n(C) with the matrix units Eφ,ψ :=
∏n
k=1E

(k)
φ(k),ψ(k) for all functions φ and ψ from {1, . . . , n} to {1, 2}.

Since α is continuous,
⋃
n≥1 An is dense in A and thus A is isomorphic to the 2∞ UHF C∗-algebra.

Our next result is to show that such relations exists.

Lemma 6.5. There exists a continuous linear map α : `2(N)→ B(`2(N)) such that

α(ξ)α(η) + α(η)α(ξ) = 0 and α(ξ)∗α(η) + α(η)α(ξ)∗ = 〈η, ξ〉I

for all ξ, η ∈ `2(N).

Proof. Let H be a separable Hilbert space and consider the Fock space F(H) of H; that is

F(H) :=
⊕
n≥0

H⊗n.

For each n ∈ N and {ξj}nj=1 ⊆ H define

ξ1 ∧ · · · ∧ ξn :=
1√
n!

∑
σ∈Sn

sgn(σ)ξσ(1) ⊗ ξσ(2) ⊗ · · · ⊗ ξσ(n)

where Sn is the permutation group on n elements and sgn(σ) is the signature (that is (−1) to the power of
the number of inversions) of a permutation σ. Therefore, it is clear that if σ ∈ Sn then

ξσ(1) ∧ · · · ∧ ξσ(n) = sgn(σ)ξ1 ∧ · · · ∧ ξn.
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Let
H0,n := span{ξ1 ∧ · · · ∧ ξn | {ξj}nj=1 ⊆ H} ⊆ H

⊗n.

Therefore, we can view

Fa(H) :=
⊕
n≥0

H0,n

as a Hilbert subspace of F(H). The Hilbert space Fa(H) is called the anti-symmetric Fock space of H.
Notice that since H is separable, Fa(H) is separable and thus isomorphic to `2(N).

Define α : H → B(Fa(H)) by

α(ξ) (ξ1 ∧ · · · ∧ ξn) = ξ ∧ ξ1 ∧ · · · ∧ ξn

for all ξ1 ∧ · · · ∧ ξn ∈ H0,n. A moments consideration shows that α is a well-defined, continuous, linear map
(as wedging with something is clearly well-defined, linear, and continuous). Moreover, we notice that

α(ξ)α(η) (ξ1 ∧ · · · ∧ ξn) = ξ ∧ η ∧ ξ1 ∧ · · · ∧ ξn = −η ∧ ξ ∧ ξ1 ∧ · · · ∧ ξn = −α(η)α(ξ) (ξ1 ∧ · · · ∧ ξn)

so α(ξ)α(η) + α(ξ)(η) = 0.
Next we claim that

α(ξ)∗ (ξ1 ∧ · · · ∧ ξn) =

n∑
k=1

(−1)k+1〈ξk, ξ〉(ξ1 ∧ · · · ∧ ξ̂k ∧ · · · ∧ ξn)

where ξ̂k represents that ξk is missing. To see this, we notice that〈∑n
k=1(−1)k+1〈ξk, ηn〉(ξ1 ∧ · · · ∧ ξ̂k ∧ · · · ∧ ξn), η1 ∧ · · · ∧ ηn−1

〉
=

∑n
k=1(−1)k+1〈ξk, ηn〉

〈
ξ1 ∧ · · · ∧ ξ̂k ∧ · · · ∧ ξn, η1 ∧ · · · ∧ ηn−1

〉
= 1

(n−1)!

∑n
k=1(−1)k+1〈ξk, ηn〉

∑
σ,τ∈Sn,σ(k)=k,τ(k)=n sgn(σ)((−1)n−ksgn(τ))

∏n
j=1,j 6=k〈ξσ(j), ητ(j)〉

= 1
(n−1)!

∑n
k=1(−1)n−1〈ξk, ηn〉

∑
σ,τ∈Sn,σ(k)=k,τ(k)=n sgn(σ)sgn(τ)

∏n
j=1,j 6=k〈ξσ(j), ητ(j)〉

and

〈α(ηn)∗(ξ1 ∧ · · · ∧ ξn), η1 ∧ · · · ∧ ηn−1〉
= 〈ξ1 ∧ · · · ∧ ξn, ηn ∧ η1 ∧ · · · ∧ ηn−1〉
= (−1)n−1 〈ξ1 ∧ · · · ∧ ξn, η1 ∧ · · · ∧ ηn〉
= 1

n! (−1)n−1
∑
σ,τ∈Sn sgn(σ)sgn(τ)

∏n
j=1〈ξσ(j), ητ(j)〉

= 1
n!

∑n
`,k=1(−1)n−1

∑
σ,τ∈Sn,σ(`)=k,τ(`)=n sgn(σ)sgn(τ)

∏n
j=1〈ξσ(j), ητ(j)〉

= 1
n!

∑n
`,k=1(−1)n−1〈ξk, ηn〉

∑
σ,τ∈Sn,σ(`)=k,τ(`)=n sgn(σ)sgn(τ)

∏n
j=1,j 6=`〈ξσ(j), ητ(j)〉

= 1
n!

∑n
`,k=1(−1)n−1〈ξk, ηn〉

∑
σ,τ∈Sn,σ(k)=k,τ(k)=n sgn(σ)sgn(τ)

∏n
j=1,j 6=`〈ξσ(j), ητ(j)〉

= 1
(n−1)!

∑n
k=1(−1)n−1〈ξk, ηn〉

∑
σ,τ∈Sn,σ(k)=k,τ(k)=n sgn(σ)sgn(τ)

∏n
j=1,j 6=`〈ξσ(j), ητ(j)〉

so α(ηn)∗ has the desired form. Finally, we notice that

(α(ξ)∗α(η) + α(η)α(ξ)∗)(1) = α(ξ)∗(η) + α(η)(0) = 〈η, ξ〉1

and
α(ξ)∗α(η)(ζ1 ∧ · · · ∧ ζn) = α(ξ)∗(η ∧ ζ1 ∧ · · · ∧ ζn)

= 〈η, ξ〉+
∑n
k=1(−1)k+2〈ηk, ξ〉(η ∧ ζ1 ∧ · · · ∧ ζ̂k ∧ · · · ∧ ζn)

whereas

α(η)α(ξ)∗(ζ1 ∧ · · · ∧ ζn) = α(η)
(∑n

k=1(−1)k〈ηk, ξ〉(ζ1 ∧ · · · ∧ ζ̂k ∧ · · · ∧ ζn)
)

=
∑n
k=1(−1)k+1〈ηk, ξ〉(η ∧ ζ1 ∧ · · · ∧ ζ̂k ∧ · · · ∧ ζn).

Thus we obtain that
α(ξ)∗α(η) + α(η)α(ξ)∗ = 〈η, ξ〉I

for all ξ, η ∈ H.
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Now that the existence of maps satisfying the CARs are known to exists, we can use Lemma 6.4 to
describe the 2∞ UHF algebra.

Proposition 6.6 (The Rokhlin Property of the Bernoulli Shift). Let σ be the one-sided Bernoulli shift on
the 2∞ UHF algebra A = ⊗∞n=1M2(C); that is

σ(A1 ⊗A2 ⊗ · · ·) = I ⊗A1 ⊗A2 ⊗ · · · .

For each k ∈ N let Ak := ⊗kn=1M2(C) ⊆ A (which is a unital C∗-subalgebra). Then for each ε > 0 and for

each r ∈ N there exists a k ∈ N and projections P0, P1, . . . , P2r−1, P2r = P0 in Ak such that
∑2r

j=1 Pj = I
and ‖σ(Pj)− Pj+1‖ < ε for all j = 0, 1, . . . , 2r − 1.

Proof. For those familiar with the Rokhlin Lemma for a free action on a probability space, the conclusion
of this result has a very similar flavour.

Let α : `2(N)→ B(`2(N)) be a continuous linear map satisfying the CARs (whose existence is guaranteed
by Lemma 6.5). Therefore A can be viewed as the C∗-algebra generated by the image of α. Let S be the
unilateral forward shift on `2(N). Notice if α′ : `2(N) → B(`2(N)) is defined by α′(ξ) = α(Sξ) then α′ also
a continuous linear map which satisfies the CARs. Hence there is a ∗-homomorphism ρ : A→ A defined by
ρ(α(ξ)) = α(Sξ) for all ξ ∈ `2(N).

We claim that σ and ρ agree on the C∗-algebra generated by all elements of the form α(ξ)α(η) and
α(ξ)α(η)∗ where η, ξ ∈ `2(N). To see this, we notice that if k < m then (with the notation as in the proof
of Lemma 6.4)

σ(Vk+1α(ek)) = Vk+2α(ek+1) and σ(Vm+1α(em)) = Vm+2α(em+1)

by the description that σ is a forward shift. Moreover, it is clear that σ(E(en)) = E(en+1) for all n and thus
(as σ is unital)

σ(Vn) = σ

 n∏
j=1

(I − 2E(ej))

 =

n+1∏
j=2

(I − 2E(ej))

for all n ≥ 1. Hence, as Vnα(ej) = −α(ej)Vn for all j ≤ n,

σ(Vk+1α(ek)Vm+1α(em)) = −σ(Vk+1Vm+1α(ek)α(em))

= −
(∏k+2

j=2 (I − 2E(ej))
)(∏m+2

j=2 (I − 2E(ej))
)
σ(α(ek)α(em))

where as

σ(Vk+1α(ek)Vm+1α(em)) = Vk+2α(ek+1)Vm+2α(em+1) = −Vk+2Vm+2α(ek+1)α(em+1)

However, it is easy to see thatk+2∏
j=2

(I − 2E(ej))

m+2∏
j=2

(I − 2E(ej))

 = Vk+2Vm+2

is invertible and thus
σ(α(ek)α(em)) = α(ek+1)α(em+1) = ρ(α(ek)α(em)).

Similarly
σ(α(ek)α(em)∗) = α(ek+1)α(em+1)∗ = ρ(α(ek)α(em)∗)

by simply adding a ∗ on every α(em) in the above computation. Moreover, similar computations hold with
k > m (and trivially when k = m). Then, by considering adjoints, linearity, continuity of maps, and the
CARs, the claim is complete.
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Let ωj := e
2πi

2j for all j ∈ {1, 2, . . . , r}. Then it is possible to choose an orthonormal set ξ0, ξ1, . . . , ξr ∈
`2(N) such that

‖Sξ0 − ξ0‖ <
ε

4(‖α‖2 + 1)
and ‖Sξj − ωjξj‖ <

ε

4(‖α‖2 + 1)

for all j ∈ {1, . . . , r} (i.e. ξ0 = 1
n

∑n
j=1 ej , ξ1 = 1

n

∑2n
j=n+1 ω

−j
1 ej , etc. for some large choice of n). Let

Tj := α(ξj)(α(ξ0) + α(ξ0)∗) for j ∈ {1, 2, . . . , r}. Then clearly ρ(Tj) = σ(Tj) by the above results and thus
(as α is continuous)

‖σ(Tj)− ωjTj‖ = ‖α(Sξj)(α(Sξ0) + α(Sξ0)∗)− ωjα(ξj)(α(ξ0) + α(ξ0)∗)‖
≤ ‖α(Sξj)(α(Sξ0) + α(Sξ0)∗)− α(Sξj)(α(ξ0) + α(ξ0)∗)‖

+ ‖α(Sξj)(α(ξ0) + α(ξ0)∗)− ωjα(ξj)(α(ξ0) + α(ξ0)∗)‖

≤ 2 ‖α‖2 ε

4(‖α‖2 + 1)
+ 2 ‖α‖2 ε

4(‖α‖2 + 1)
= ε.

Next we notice that
TjT

∗
j = α(ξj)(α(ξ0) + α(ξ0)∗)2α(ξj)

∗ = α(ξj)α(ξj)
∗

by the CARs, and similarly
T ∗j Tj = α(ξj)

∗α(ξj) = E(ξj)

as E(ξj) and α(ξ0) commute as ξj and ξ0 are orthogonal. Hence C∗(Tj) ' M2(C) where the isomorphism
takes Tj to E2,1.

Moreover we notice that

(I − 2E(ξ1))T2T1 = (I − 2E(ξ1))α(ξ2)(α(ξ0) + α(ξ0)∗)α(ξ1)(α(ξ0) + α(ξ0)∗)

= (−1)3α(ξ1)(I − 2E(ξ1))α(ξ2)(α(ξ0) + α(ξ0)∗)2

= α(ξ1)(I − 2E(ξ1))(α(ξ0) + α(ξ0)∗)α(ξ2)(α(ξ0) + α(ξ0)∗)

= T1(I − 2E(ξ1))T2

and

(I − 2E(ξ1))T2T
∗
1 = (I − 2E(ξ1))α(ξ2)(α(ξ0) + α(ξ0)∗)2α(ξ1)∗

= −(α(ξ0) + α(ξ0)∗)(I − 2E(ξ1))α(ξ2)(α(ξ0) + α(ξ0)∗)α(ξ1)∗

= (−1)4(α(ξ0) + α(ξ0)∗)α(ξ1)∗(I − 2E(ξ1))α(ξ2)(α(ξ0) + α(ξ0)∗)

= T ∗1 (I − 2E(ξ1))T2.

Therefore, by applying the same idea as in the proof of Lemma 6.4, we see that C∗(T1, . . . , Tr) ' ⊗rj=1M2(C).
Moreover, using the fact that ‖σ(Tj)− ωjTj‖ is small (and thus ‖σ(I − 2E(ξj))− (I − 2E(ξj))‖ is small),
we see that the restriction of σ to C∗(T1, . . . , Tr) ' ⊗rj=1M2(C) is close to the inner automorphism Ad(U)
where U = U1 ⊗ U2 ⊗ · · · ⊗ Ur where Uk = diag(1, ωk). Therefore the spectrum of U is precisely the 2r-th
roots of unity. Hence U is unitarily equivalent to a cyclic shift on M2r (C).

Let P0, P1, . . . , P2r−1, P2r = P0 be the projections in M2r (C) corresponding to the above cyclic shift.

Therefore
∑2r

j=1 Pj = I and ‖σ(Pj)− Pj+1‖ is small for all j = 0, 1, . . . , 2r−1. Moreover, Pj ∈ C∗(T1, . . . , Tr)
for all j. By the choice of ξj , we obtain that C∗(T1, . . . , Tr) ⊆ Ak for some k (i.e. we used {e1, . . . , ek} to
create all of the ξj ’s for some k). Hence the proof is complete.

The key lemma for our main result is the following mess.

Lemma 6.7. Let A be a unital, simple, purely infinite C∗-algebra and let T1 and T2 be isometries in A such
that T1T

∗
1 + T2T

∗
2 = IA. Let γ : A→ A be the ∗-homomorphism defined by γ(A) := T1AT

∗
1 + T2AT

∗
2 . Then

for each U ∈ U(A) and for each ε > 0 there exists a unitary V ∈ A such that ‖V γ(V )∗ − U‖ < ε.
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Proof. For this proof, to easy notation and clarity, we will prove several lemma along the way. Fix a U ∈ U(A)
and let ε > 0. It is clear that γ is indeed a unital ∗-homomorphism as T1 and T2 are isometries with orthogonal
ranges. Moreover, γ must be isometric since if A ∈ A was in the kernel of γ, then 0 = T ∗1 γ(A)T1 = A.

For the rest of this proof, we will use the notation developed in Chapter 1 for O2. Define λ : O2 → O2

by λ(A) := S1AS
∗
1 + S2AS

∗
2 where S1 and S2 are the isometries that generate O2. Clearly λ is a unital

∗-homomorphism. By the proof of Lemma 1.7, we can see that λ|F2 = σ where σ is the Bernoulli shift in
Proposition 6.6. By the Universality of the Cuntz Algebras (Theorem 1.14), there exists ∗-homomorphism
ϕ,ψ : O2 → A such that ϕ(Si) = Ti and ψ(Si) = UTi. Note ϕ ◦ λ = γ as ϕ(Sj) = Tj .

Lemma 6.8. For all A ∈ A and for all k ∈ N, γk(A) =
∑
|µ|=k ϕ(Sµ)Aϕ(S∗µ) and, if

Uk :=
∑
|µ|=k

ψ(Sµ)ϕ(Sµ)∗,

then Uk is a unitary with U1 = U and ψ(Sν) = Ukϕ(Sν) for all words ν such that |ν| = k.

Proof. The proof that γk(A) =
∑
|µ|=k ϕ(Sµ)Aϕ(S∗µ) for all A ∈ A is trivial from the definition. Moreover,

since ψ and ϕ are unital ∗-homomorphisms, we obtain that

UkU
∗
k =

∑
k=|µ|=|ν|

ψ(Sµ)ϕ(S∗µSν)ψ(S∗ν) =
∑
k=|µ|

ψ(SµS
∗
µ) = IA

and similarly U∗kUk = IA. Finally, it is clear that U1 = UT1T
∗
1 + UT2T

∗
2 = U and

Ukϕ(Sν) =
∑
|µ|=k

ψ(Sµ)ϕ(S∗µSν) = ψ(Sν)

as desired.

Lemma 6.9. For each k ∈ N, Im(γk) = ϕ(F2
k)′ ∩ A.

Proof. It is easy to see that γk(A)ϕ(Sµ) = ϕ(Sµ)A and ϕ(Sµ)∗γk(A) = Aϕ(Sµ)∗ for all A ∈ A and words µ
with |µ| = k (as γk(A) =

∑
|µ|=k ϕ(Sµ)Aϕ(S∗µ) from above). Hence

γk(A)ϕ(SµS
∗
ν) = ϕ(Sµ)Aϕ(Sν)∗ = ϕ(SµS

∗
ν)γk(A)

for all A ∈ A and |µ| = |ν| = k. Hence Im(γk) ⊆ ϕ(F2
k)′ ∩ A.

To prove the other inclusion, let B ∈ ϕ(F2
k)′ ∩ A. Then, for any two words µ and ν with |µ| = |ν| = k,

we have that γk(B)ϕ(SµS
∗
ν) = ϕ(SµS

∗
ν)γk(B). Hence, as ϕ is unital, ϕ(Sµ)∗Bϕ(Sµ) = ϕ(Sν)∗Bϕ(Sν). Let

A := ϕ(Sν)∗Bϕ(Sν) for some fixed word ν of length k. Then

γk(A) =
∑
|µ|=k

ϕ(Sµ)ϕ(Sν)∗Bϕ(Sν)ϕ(S∗µ) =
∑
|µ|=k

Bϕ(Sµ)ϕ(Sν)∗ϕ(Sν)ϕ(S∗µ) =
∑
|µ|=k

Bϕ(Sµ)ϕ(S∗µ) = B

as desired.

Lemma 6.10. For each k ∈ N, U = Ukγ
k(U)γ(Uk)∗.

Proof. We will proceed by induction on k. When k = 1 we have that U1γ(U)γ(U1)∗ = Uγ(U)γ(U)∗ = U (as
γ is a unital ∗-homomorphism). Now suppose that U = Ukγ

k(U)γ(Uk)∗ so γk(U) = U∗kUγ(Uk). Notice that

γ(Uk) =

2∑
j=1

ϕ(Sj)Ukϕ(Sj)
∗ = U∗

2∑
j=1

ψ(Sj)Ukϕ(Sj)
∗ = U∗

2∑
j=1

∑
|µ|=k

ψ(Sj)ψ(Sµ)ϕ(Sµ)∗ϕ(Sj)
∗ = U∗Uk+1.
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Therefore U = Uk+1γ(Uk)∗ (which gives us some hope we are on the right track to proving the theorem).
Hence

γk+1(U) = γ(U∗kUγ(Uk)) = γ(U∗kUU
∗Uk+1) = γ(U∗kUk+1)

and thus
Uk+1γ

k+1(U)γ(Uk+1)∗ = Uk+1γ(U∗k ) = U

as desired.

Now, until otherwise stated, suppose that U ∈ U0(A). Then we have the following.

Lemma 6.11. Let k,m ∈ N be arbitrary and let ` := k + 2m− 1. Then there exists unitaries {Wj}2m−1
j=0 ⊆

A ∩ ϕ(F2
k)′ such that

W0γ(W1)γ2(W2) · · · γ2m−1(W2m−1) = IA

and
∥∥γ`(U)−Wj

∥∥ ≤ π
m for all j ∈ {0, 1, . . . , 2m− 1}.

Proof. Let
Xj := γ`(U)γ`+1(U) · · · γ`+j(U)

for j ∈ {0, 1, . . . , 2m− 1} and let
V := Uγ(U) · · · γ2m−1(U).

Clearly X2m−1 = γ`(V ). Moreover, since γ is a unital ∗-homomorphism, we obtain that V ∈ U0(A) as
U ∈ U0(A). Since A has weak property (FU) by Theorem 5.11, Lemma 6.3 implies that we can write
V = V1V2 · · ·V2m for some unitaries Vj ∈ A such that ‖Vj − IA‖ ≤ π

m for all j. By applying γ` to each
Vj , we obtain unitaries Y0, Y1, . . . , Y2m−1 ∈ A ∩ ϕ(F2

`)
′ such that ‖Yj − IA‖ ≤ π

m for all j and X2m−1 =
Y2m−1Y2m−2 · · ·Y1Y0 (we have reversed the indexing).

Since each Xj is in the image of γ`, we obtain that X∗j Y
∗
j Xj ∈ A ∩ ϕ(F2

`)
′ by Lemma 6.9. Moreover, we

notice that
A ∩ ϕ(F2

`)
′ = Im(γ`) ⊆ Im(γj+k) = γj(A ∩ ϕ(F2

k)′)

for all j ∈ {0, 1, . . . , 2m − 1}. Hence, as γ` is injective, there are unitaries Z0, Z1, . . . , Z2m−1 ∈ A ∩ ϕ(F2
k)′

such that γj(Zj) = X∗j Y
∗
j Xj for all ∈ {0, 1, . . . , 2m− 1}.

Let Wj := γ`(U)Zj ∈ A ∩ ϕ(F2
k)′. Since X∗j−1Xj = γ`+j(U) and each Xj is a unitary, we obtain that

W0γ(W1)γ2(W2) · · · γ2m−1(W2m−1)

= γ`(U)Z0γ
`+1(U)γ(Z1) · · · γ`+2m−1(U)γ2m−1(Z2m−1)

= X0Z0(X∗0X1)γ(Z1)(X∗1X2) · · · (X2m−2X
∗
2m−1)γ2m−1(Z2m−1)(X∗2m−1X2m−1)

= X0(X∗0Y
∗
0 X0)(X∗0X1)(X∗1Y

∗
1 X1)(X∗1X2) · · · (X2m−2X

∗
2m−1)(X∗2m−1Y

∗
2m−1X2m−1)(X∗2m−1X2m−1)

= Y ∗0 Y
∗
1 Y
∗
2 · · ·Y ∗2m−1X2m−1 = IA

as desired. Moreover, since γ is isometric∥∥γ`(U)−Wj

∥∥ = ‖IA − Zj‖ =
∥∥γj(IA − Zj)∥∥ =

∥∥IA −X∗j Y ∗j Xj

∥∥ =
∥∥IA − Y ∗j ∥∥ ≤ π

m

which completes the proof.

By the proof of Lemma 1.7 we can see that λ|F2 = σ where σ is the Bernoulli shift in Proposition 6.6.
Therefore Proposition 6.6 implies that there exists a k ∈ N, an r ∈ N with 23−r < ε

2 , and projections

P0, P1, . . . , P2r = P0 in F2
k ⊆ O2 such that

∑2r−1
j=0 Pj = IO2

and ‖λ(Pj)− Pj−1‖ < ε
2r+1 (where we simply

reversed the order of the projections in Proposition 6.6).
Let Qj := ϕ(Pj) ∈ A for all j ∈ {1, . . . , 2r}. Then Qj ∈ ϕ(F2

k) are orthogonal projections such that∑2r−1
j=0 Qj = IA and

‖γ(Qj)−Qj−1‖ = ‖ϕ(λ(Pj))− ϕ(Pj+1)‖ ≤ ε

2r+1
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(since ϕ ◦ λ = γ as ϕ(Sj) = Tj) for all j ∈ {1, . . . , 2r}.
Let ` := k + 2r − 1. Hence, by Lemma 6.11, there exists unitaries {Wj}2

r−1
j=0 ⊆ A ∩ ϕ(F2

k)′ such that

W0γ(W1)γ2(W2) · · · γ2r−1(W2r−1) = IA

and
∥∥γ`(U)−Wj

∥∥ ≤ π
2r−1 <

ε
2 .

Let V2r := IA and define
Vj := Wjγ(Wj+1) · · · γ2r−j−1(W2r−1)

for j ∈ {1, . . . , 2r − 1}. Therefore Vj ∈ A ∩ ϕ(F2
k)′ by Lemma 6.9 and clearly V2r = IA = V0. Moreover, it is

clear that Wj = Vjγ(Vj+1)∗ for all j ∈ {0, 1, . . . , 2r − 1}.
Let

V :=

2r∑
j=1

VjQj ∈ A.

Since
∑2r

j=1Qj = IA and eachQj ∈ ϕ(F2
k), we obtain that each Vj commutes with eachQi (as Vj ∈ A∩ϕ(F2

k)′)
and thus

V =

2r∑
j=1

VjQj =
2r∑
j=1

QjVjQj

is the direct sum of unitaries. Hence V ∈ U(A).
We claim that

∥∥γ`(U)− V γ(V )∗
∥∥ < ε. To see this, let

∆ := V

2r∑
j=1

(γ(Qj)−Qj−1)γ(Vj)
∗.

Since ‖γ(Qj)−Qj−1‖ ≤ ε
2r+1 for all j ∈ {1, . . . , 2r}, we see that ‖∆‖ < ε

2 . Moreover

V γ(V )∗ = V γ

 2r∑
j=1

QjV
∗
j


= V

2r∑
j=1

Qj−1γ(Vj)
∗ + ∆

=

2r−1∑
j=0

VjQjγ(Vj+1)∗ + ∆

=

2r−1∑
j=0

WjQj + ∆.

Since
γ`(U) ∈ Im(γ`) ⊆ Im(γk) = ϕ(F2

k)′ ∩ A

and each Qj ∈∈ ϕ(F2
k),

∥∥γ`(U)− V γ(V )∗
∥∥ ≤

∥∥∥∥∥∥
2r−1∑
j=0

(γ`(U)−Wj)Qj

∥∥∥∥∥∥+ ‖∆‖

=

∥∥∥∥∥∥
2r−1∑
j=0

Qj(γ
`(U)−Wj)Qj

∥∥∥∥∥∥+ ‖∆‖

= max
j
{
∥∥(γ`(U)−Wj)

∥∥}+ ‖∆‖ < ε
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as claimed.
We have shown that

∥∥γ`(U)− V γ(V )∗
∥∥ < ε. Note U = U`γ

`(U)γ(U`)
∗ by Lemma 6.10. Therefore

‖U − (U`V )γ(U`V )∗‖ ≤
∥∥γ`(U)− V γ(V )∗

∥∥ < ε

which completes the proof in the case that U ∈ U0(A).
Finally let U ∈ U(A) be arbitrary. By Lemma 4.22 we know that

[γ(U)]1 = [T1UT
∗
1 + T2UT

∗
2 ]1 = ([U ]1)2

in K1(A). Therefore

[U2γ(U)∗]1 = ([U ]1)2([γ(U)]1)−1 = ([U ]1)2(([U ]1)2)−1 = 0

in K1(A). Hence Theorem 4.21 implies U2γ(U)∗ ∈ U0(A). Thus, by the first part of the proof, there exists
a unitary V0 ∈ A such that

∥∥V0γ(V0)∗ − U2γ(U)∗
∥∥ < ε. Hence ‖V γ(V )∗ − U‖ < ε where V := U∗V0.

Theorem 6.12. Let A be a unital, simple, purely infinite C∗-algebra. Then any two unital ∗-homomorphism
ϕ,ψ : O2 → A are approximately unitarily equivalent (that is, there exists a sequence (Vn)n≥1 of unitaries
in A such that Vnϕ(T )V ∗n → ψ(T ) for all T ∈ O2).

Proof. Let ϕ,ψ : O2 → A be unital ∗-homomorphism and let U := ψ(S1)ϕ(S1)∗ + ψ(S2)ϕ(S2)∗ ∈ A.
Notice that the proof of Lemma 6.8 implies that U is a unitary operator in A. Let Tj := ϕ(Sj) ∈ A for
j ∈ {1, 2}. Therefore, since ϕ is unital, each Tj is an isometry and T1T

∗
1 + T2T

∗
2 = IA. Define γ : A→ A by

γ(A) := T1AT
∗
1 + T2AT

∗
2 . Thus, by Lemma 6.7, there exists a sequence of unitaries (Vn)n≥1 in A such that

Vnγ(Vn)∗ → U . However
γ(Vn)∗Tj = (T1V

∗
n T
∗
1 + T2V

∗
n T
∗
2 )Tj = TjV

∗
n

so
Vnϕ(Sj)V

∗
n = VnTjV

∗
n = Vnγ(Vn)∗Tj → UTj = (ψ(S1)ϕ(S1)∗ + ψ(S2)ϕ(S2)∗)ϕ(Sj) = ψ(Sj)

for j ∈ {1, 2}. Hence, as O2 = C∗(S1, S2), we see that ϕ and ψ are approximately unitarily equivalent as
desired.

To complete this chapter, we desire to use Theorem 6.12 to compute K0(O2). Recall that O2 is a unital,
simple (Theorem 1.15), purely infinite (Corollary 2.12) C∗-algebra so Theorem 6.12 implies that any two
unital ∗-homomorphisms from O2 to itself are approximately unitarily equivalent. The following results
enables us to conclude that two unitarily equivalent projections are equivalent and two projections that are
‘close’ are equivalent.

Lemma 6.13. Let A be a unital C∗-algebra and let P,Q ∈ A be projections such that P = V QV ∗ for some
isometry V ∈ A. Then P ∼ Q.

Proof. Let W := QV ∗ ∈ A. Then W ∗W = V QV ∗ = P and WW ∗ = QV ∗V Q = QIAQ = Q so P ∼ Q.

Lemma 6.14. Let A be a unital C∗-algebra and let P,Q ∈ A be projections such that ‖P −Q‖ < 1
2 . Then

P ∼ Q.

Proof. Let Z := PQ+ (IA − P )(IA −Q) ∈ A. Then it is clear that

‖Z − IA‖ = ‖(PQ+ (IA − P )(IA −Q))− (Q+ (IA −Q))‖
≤ ‖(P − IA)Q‖+ ‖((IA − P )− IA)(IA −Q)‖
= ‖(P −Q)Q‖+ ‖((IA − P )− (IA −Q))(IA −Q)‖
≤ ‖P −Q‖+ ‖Q− P‖ < 1

so Z is invertible in A. Therefore, if U is the partial isometry in the polar decomposition of Z, Z = U |Z|
and U is a unitary element of A.
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We claim that UQU∗ = P . To see this, we notice that U = Z|Z|−1, ZQ = PQ = PZ, and

Z∗Z = QPQ+ (IA −Q)(IA − P )(IA −Q).

Thus QZ∗Z = QPQ = Z∗ZQ so Q commutes with Z∗Z. Hence Q commutes with C∗(Z∗Z) and thus Q
commutes with |Z|−1. Thus

UQU∗ = Z|Z|−1Q|Z|−1Z∗

= ZQ|Z|−2Z∗

= PZ|Z|−2Z∗

= P |Z∗|−2ZZ∗ = P

as claimed.
Since P = UQU∗ and U ∈ A is a unitary, Lemma 6.13 implies P ∼ Q.

Theorem 6.15. The group K0(O2) is trivial.

Proof. Let P ∈ O2 be an arbitrary non-zero projection. Define λ : O2 → O2 by λ(T ) := S1TS
∗
1 + S2TS

∗
2

where S1 and S2 are the canonical isometries generating O2. It is trivial to verify that λ is an unital ∗-
homomorphism (that is also injective). Therefore, by Theorem 6.12, λ is approximately unitarily equivalent
to the identity map on O2. Hence there exists a unitary U ∈ O2 such that ‖P − Uλ(P )U∗‖ < 1

2 . Hence
Lemma 6.13, Lemma 6.14, and the fact that S1PS

∗
1 and S2PS2 are non-zero orthogonal projections imply

that
[P ]0 = [Uλ(P )U∗]0 = [λ(P )]0 = [S1PS

∗
1 + S2PS

∗
2 ]0 = [S1PS

∗
1 ]0 + [S2PS

∗
2 ]0 = [P ]0 + [P ]0.

Hence [P ]0 must be the trivial element of K0(A). Therefore, as P ∈ O2 was an arbitrary non-zero projection,
K0(O2) is trivial.
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7 On O2 ⊗min O2

In this chapter we will study the C∗-algebra O2 ⊗min O2 (as O2 is nuclear by Theorem 1.20, we need not
specify the tensor product). The main goal of this chapter is to prove that O2 ⊗min O2 ' O2.

Most of the results for this chapter were developed from the book [Ro2] and the additional papers
referenced there.

In order to prove that O2⊗minO2 ' O2, we first recall that O2⊗minO2 is a unital, simple, purely infinite
C∗-algebra by Theorem 3.11 and the fact thatO2 is a unital, simple (Theorem 1.15), purely infinite (Corollary
2.12) C∗-algebra. Therefore Theorem 6.12 implies that the two unital ∗-homomorphism T 7→ T ⊗ IO2 and
T 7→ IO2 ⊗ T from O2 to O2 ⊗min O2 are unitarily equivalent. We will use this fact to construct an
isomorphism. Thus we begin by demonstrating one way of showing that two separable C∗-algebras are
isomorphic.

Lemma 7.1. Let A and B be separable C∗-algebras such that B is unital and let π : A→ B be an injective
∗-homomorphism. Suppose that there exists a sequence of unitaries (Un)n≥1 in B such that

lim
n→∞

‖Unπ(A)− π(A)Un‖ = 0 and lim
n→∞

dist(U∗nBUn, π(A)) = 0

for all A ∈ A and B ∈ B. Then there exists a ∗-isomorphism σ : A → B that is approximately unitarily
equivalent to π.

Proof. Since A and B are separable we can find countable dense subsets {An}n≥1 and {Bn}n≥1 for A and
B respectively. By the assumptions given in the statement of the lemma, we can inductively find unitaries
Vn ∈ B and elements {Aj,n}nj=1 ∈ A such that

1.
∥∥V ∗n (V ∗n−1 · · ·V ∗1 BjV1 · · ·Vn−1)Vn − π(Aj,n)

∥∥ ≤ 1
n for j ∈ {1, . . . , n}

2. ‖Vnπ(Aj)− π(Aj)Vn‖ ≤ 1
2n for j ∈ {1, . . . , n}

3. ‖Vnπ(Aj,m)− π(Aj,m)Vn‖ ≤ 1
2n for m ∈ {1, . . . , n− 1} and j ∈ {1, . . . ,m}.

By 2) we obtain that (V1V2 · · ·Vnπ(Aj)V
∗
n · · ·V ∗2 V ∗1 )n≥1 is a Cauchy sequence in B for all j ∈ N. Therefore,

since {Aj}j≥1 is dense in A, it is easy to see that (V1V2 · · ·Vnπ(A)V ∗n · · ·V ∗2 V ∗1 )n≥1 is a Cauchy sequence in
B for all A ∈ A. Hence we define σ : A→ B by σ(A) := limn→∞ V1V2 · · ·Vnπ(A)V ∗n · · ·V ∗2 V ∗1 .

It is clear by the definition of σ and the fact that π is a ∗-homomorphism that σ is linear and self-adjoint.
Moreover, since each Vn is a unitary element of B, it is easy to see that σ is a ∗-homomorphism. Moreover,
since π is injective, ‖V1V2 · · ·Vnπ(A)V ∗n · · ·V ∗2 V ∗1 ‖ = ‖A‖ for all A ∈ A so σ is injective.

To see that σ is surjective, we notice from 3) that for any j ≤ n

‖σ(Aj,n)− V1V2 · · ·Vnπ(Aj,n)V ∗n · · ·V ∗2 V ∗1 ‖ ≤
∞∑

m=n+1

1

2m
=

1

2n
.

Therefore, we obtain from 1) that

‖Bj − σ(Aj,n)‖ ≤ 1

2n
+ ‖Bj − V1V2 · · ·Vnπ(Aj,n)V ∗n · · ·V ∗2 V ∗1 ‖ ≤

1

2n
+

1

n

for all j ∈ N. Hence, since the range of a ∗-homomorphism is closed, Bj ∈ σ(A) for all j ∈ N. Therefore,
since {Bn}n≥1 is dense in B, B = σ(A) so σ is surjective and thus a ∗-isomorphism.

The above lemma gives us a way to show that O2 and O2 ⊗min O2 are isomorphic as clearly there exists
an injective ∗-homomorphism from O2 into O2⊗minO2. Thus we need only a way to construct the unitaries
Un ∈ O2⊗minO2 as described in the lemma. To show this, we will look at a particular property of a sequence
of ∗-homomorphism.
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Definition 7.2. Let A and B be C∗-algebras. A sequence (Bn)n≥1 ⊆ B is said to be asymptotically central
if limn→∞ ‖BBn −BnB‖ = 0 for all B ∈ B.

A sequence (πn)n≥1 of ∗-homomorphisms from A to B is said to be asymptotically central if (πn(A))n≥1

is an asymptotically central sequence in B for all A ∈ A.

Example 7.3. It is well-known that if J is an ideal in A then there exists a C∗-bounded approximate identity
for J that is asymptotically central in A.

The main result we need is the following.

Lemma 7.4. There exists an asymptotically central sequence of unital ∗-homomorphisms from O2 to O2.

Proof. Let λ : O2 → O2 be the injective, unital ∗-homomorphisms defined by

λ(A) := S1AS
∗
1 + S2AS

∗
2

for all A ∈ O2. We claim that a bounded sequence (An)n≥1 ∈ O2 is asymptotically central if

lim
n→∞

‖λ(An)−An‖ = 0.

To see this, suppose limn→∞ ‖λ(An)−An‖ = 0. Then

lim
n→∞

‖SjAn −AnSj‖ = lim
n→∞

‖(λ(An)−An)Sj‖ = 0

and
lim
n→∞

∥∥S∗jAn −AnS∗j ∥∥ = lim
n→∞

∥∥S∗j (An − λ(An))
∥∥ = 0

for all j ∈ {1, 2}. Therefore it is easy to see that

lim
n→∞

‖p(S1, S2, S
∗
1 , S

∗
2 )An −Anp(S1, S2, S

∗
1 , S

∗
2 )‖ = 0

for any polynomial p in four non-commuting variables. Therefore, since ∗-alg(S1, S2) is dense in O2 and
(An)n≥1 is a bounded sequence, it is easy to see that (An)n≥1 is an asymptotically central sequence.

Let U :=
∑2
i,j=1 SiSjS

∗
i S
∗
j . Then U is self-adjoint and

U2 =

2∑
i,j,k,`=1

SiSjS
∗
i S
∗
j SkS`S

∗
kS
∗
` =

2∑
i,j=1

SiSjS
∗
j S
∗
i = IO2

so U is a unitary in O2. Moreover, we notice that

USk =

2∑
i,j=1

SiSjS
∗
i S
∗
j Sk =

2∑
i=1

SiSkS
∗
i = λ(Sk)

for all k ∈ {1, 2}.
Since O2 is unital, simple, and purely infinite, Lemma 6.7 implies that there exists a sequence of unitaries

(Vn)n≥1 ∈ O2 such that limn→∞ Vnλ(Vn)∗ = U . Since U is self-adjoint, this implies that limn→∞ λ(Vn)V ∗n =
U . Therefore, by replacing Vn with V ∗n , we obtain a sequence of unitaries (Vn)n≥1 ∈ O2 such that
limn→∞ λ(Vn)∗Vn = U .

Since each Vn is a unitary, by the Universal Property of the Cuntz algebras there exists unital ∗-
homomorphism λVn : O2 → O2 such that λVn(Sj) = VnSj for j ∈ {1, 2}. We claim that (λVn)n≥1 is
an asymptotically central sequence of ∗-homomorphisms. To see this, we will show that

lim
n→∞

‖λ(λVn(A))− λVn(A)‖ = 0
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for each A ∈ O2 which will complete the proof from the above observation. To see this, we notice for
j ∈ {1, 2} that

‖λ(λVn(Sj))− λVn(Sj)‖ = ‖λ(VnSj)− VnSj‖
= ‖λ(Vn)λ(Sj)− VnSj‖
= ‖λ(Sj)− λ(Vn)∗VnSj‖
= ‖USj − λ(Vn)∗VnSj‖
≤ ‖U − λ(Vn)∗Vn‖

which converges to zero as n→∞. Since λ and each λVn is a ∗-homomorphism, the above also implies that

lim
n→∞

∥∥λ(λVn(S∗j ))− λVn(S∗j )
∥∥ = 0

for j ∈ {1, 2}. Therefore, by taking algebraic combinations, density, and the fact that ∗-homomorphisms are
contractive, we obtain that

lim
n→∞

‖λ(λVn(A))− λVn(A)‖ = 0

for each A ∈ ∗-alg(S1, S2) and thus

lim
n→∞

‖λ(λVn(A))− λVn(A)‖ = 0

for each A ∈ O2. Hence (λVn)n≥1 is an asymptotically central sequence of ∗-homomorphisms.

We are now ready to prove our main result.

Theorem 7.5. O2 ⊗min O2 ' O2.

Proof. Let π : O2 → O2 ⊗min O2 be defined by π(T ) = T ⊗ IO2
. Clearly π is a unital, injective ∗-

homomorphism between unital, separable C∗-algebras. Therefore to show that O2 and O2 ⊗min O2 are
isomorphic it suffices to verify the conditions of Lemma 7.1.

We claim that it suffices to show that there exists a sequence of unitaries (Vn)n≥1 ∈ O2 ⊗min O2 such
that

‖Vn(Sj ⊗ IO2
)− (Sj ⊗ IO2

)Vn‖ <
1

n
and dist(V ∗n (IO2

⊗ Sj)Vn,O2 ⊗ IO2
) <

1

n
(∗)

for j ∈ {1, 2}. To see this, we notice∥∥Vn(S∗j ⊗ IO2)− (S∗j ⊗ IO2)Vn
∥∥ =

∥∥(S∗j ⊗ IO2
)V ∗n − V ∗n (Sj ⊗ IO2

)
∥∥ = ‖Vn(Sj ⊗ IO2

)− (Sj ⊗ IO2
)Vn‖

so (∗) implies
lim
n→∞

‖Vn(p(S1, S2, S
∗
1 , S

∗
2 )⊗ IO2

)− (p(S1, S2, S
∗
1 , S

∗
2 )⊗ IO2

)Vn‖ = 0

for all polynomials p in four non-commuting variables. Therefore limn→∞ ‖Vnπ(A)− π(A)Vn‖ = 0 for all
A ∈ O2 by density. Moreover, since π(A) asymptotically commutes with Vn, we obtain that

lim sup
n→∞

dist(V ∗n (A⊗ Sj)Vn,O2 ⊗ IO2) ≤ ‖A‖ lim
n→∞

dist(V ∗n (IO2 ⊗ Sj)Vn,O2 ⊗ IO2) = 0

for all A ∈ O2 and j ∈ {1, 2}. Therefore, again by taking adjoints, algebraic combinations, and using density,
we obtain that

lim
n→∞

dist(V ∗n TVn,O2 ⊗ IO2
) = 0

for all T ∈ O2⊗minO2. Hence the conditions of Lemma 7.1 will be satisfied for π if we can construct unitaries
(Vn)n≥1 in O2 ⊗min O2 such that (∗) holds and thus we will obtain O2 ⊗min O2 ' O2 from Lemma 7.1.
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To verify (∗), let ε > 0. Since O2 ⊗min O2 is unital, simple, and purely infinite, Theorem 6.12 implies
that the unital ∗-homomorphisms π and σ : O2 → O2⊗minO2 defined by σ(T ) := IO2⊗T are approximately
unitarily equivalent. Therefore there exists a unitary W ∈ O2 ⊗min O2 such that

‖W (Sj ⊗ IO2)W ∗ − (IO2 ⊗ Sj)‖ < ε

for all j ∈ {1, 2}.
Let ρn : O2 → O2 be the asymptotically central sequence of unital ∗-homomorphisms from Lemma 7.4

and let ψn : O2 ⊗min O2 → O2 ⊗min O2 be the ∗-homomorphisms ψn := ρn ⊗ Id. Therefore each ψn is a
unital ∗-homomorphism so Wn := ψn(W ) ∈ O2 ⊗min O2 is a unitary.

Next we claim that
lim
n→∞

‖Wn(Sj ⊗ IO2)− (Sj ⊗ IO2)Wn‖ = 0.

To see this, we notice that for all δ > 0 we can select Ak, Bk ∈ O2 such that ‖W −
∑m
k=1Ak ⊗Bk‖ < δ.

Hence ‖Wn −
∑m
k=1 ρn(Ak)⊗Bk‖ < δ so

‖Wn(Sj ⊗ IO2
)− (Sj ⊗ IO2

)Wn‖ ≤ 2δ +

m∑
k=1

‖ρn(Ak)Sj − Sjρn(Ak)‖ ‖Bk‖ .

Hence
lim sup
n→∞

‖Wn(Sj ⊗ IO2
)− (Sj ⊗ IO2

)Wn‖ ≤ 2δ

for all δ > 0 and thus
lim
n→∞

‖Wn(Sj ⊗ IO2)− (Sj ⊗ IO2)Wn‖ = 0.

However, we notice that

dist(W ∗n(IO2 ⊗ Sj)Wn,O2 ⊗ IO2) ≤ ‖W ∗n(IO2 ⊗ Sj)Wn − ρn(Sj)⊗ IO2‖
= ‖ψn(W ∗(IO2 ⊗ Sj)W − Sj ⊗ IO2)‖ < ε.

Therefore, by selecting select ε small enough and n large enough, Wn can be used to construct unitaries that
satisfy (∗) thus completing the proof.
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8 States on Purely Infinite C∗-Algebras

In this chapter we will enhance the theory of the set of all states on a unital, simple, purely infinite C∗-
algebra. Along the way, we will need to develop several general results about pure states and irreducible
representations of C∗-algebras. Our goal is to show that every state on a unital, simple, purely infinite
C∗-algebra A is close to a compression map on A. To prove this, we desire to make use of the excision
results of Chapter 3 and thus we will first need to prove that every state on a unital, simple, purely infinite
C∗-algebra is a weak∗-limit of pure states.

Most of the results for this chapter were developed from the book [Di].
To begin, we desire to know when the weak∗-closure of a set of states on a C∗-algebra A contains all

pure states on A. To prove the desired result, we need the following commonly used result from functional
analysis (which we provide for completeness).

Theorem 8.1 (Milman’s). Let K be a compact set in a locally convex topological vector space X such that
co(K) is compact. Then every extreme point of co(K) lies in K.

Proof. Suppose that there is an extreme point p of co(K) that is not in K. Since {p} is a compact set and
K is closed, there exists an open neighbourhood U of 0X such that (p+ U)∩K = ∅. As X is locally convex,
there exists a convex neighbourhood V ′ ⊆ U of 0X . Hence there exists a balanced, convex neighbourhood
V ⊆ V ′ of 0X that also satisfies (p+ V ) ∩K = ∅. Since K is compact, we may choose x1, . . . , xn ∈ K such
that K ⊆

⋃n
i=1(xi + V ). Let Ai := co(K ∩ (xi + V )). Thus each Ai is convex and is also compact since it is

a closed subset of the compact set co(K). Moreover K ⊆
⋃n
i=1Ai. Therefore

co(K) ⊆ co

(
n⋃
i=1

Ai

)
= co

(
n⋃
i=1

Ai

)

since co (
⋃n
i=1Ai) is compact (as the convex hull of two compact sets K1, K2 is compact as it is the image of

[0, 1]×K1×K2 under a continuous map) and hence closed. However, since co(K) is convex and Ai ⊆ co(K),
we have that

co(K) = co

(
n⋃
i=1

Ai

)
.

Hence, since p ∈ co(K), by rearranging the order of the Ai there exists an N ∈ {1, . . . , n}, yi ∈ Ai, ti ≥ 0,

and t1 > 0 such that
∑N
i=1 ti = 1 and p =

∑N
i=1 tiyi. However, notice that

p = t1y1 + (1− t1)
t2y2 + · · ·+ tNyN
t2 + · · ·+ tN

so p is a convex combination of two elements of co(K). Since p is an extreme point of co(K), we must have
that y1 = p. Thus, for some Ai, we have that

p ∈ Ai ⊆ co(xi + V ) ⊆ xi + V ⊆ K + V

since V is convex. However, this contradicts the fact that (p+ V ) ∩K = ∅ since if p = k + v where k ∈ K,
v ∈ V , then p− v = k and −v ∈ V since V is balanced. Hence we have our contradiction.

Corollary 8.2. Let A be a unital C∗-algebra, let Asa the self-adjoint elements of A, let S(A) the set of state
on A, let PS(A) the set of pure states on A, and let Q ⊆ S(A) be such that if A ∈ Asa satisfies ϕ(A) ≥ 0

for all ϕ ∈ Q then A ≥ 0. Then conv(Q)
w∗

= S(A) and PS(A) ⊆ Qw
∗

.

Proof. To see that conv(Q)
w∗

= S(A), suppose to the contrary that conv(Q)
w∗

6= S(A). Therefore there

exists a state ϕ on A such that ϕ /∈ conv(Q)
w∗

. By the separation version of the Hahn-Banach Theorem,
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there exists α < β in R and a weak∗-continuous linear functional on A∗ (which is just an element A ∈ A)
such that

Re(ϕ(A)) ≤ α < β ≤ Re(ψ(A))

for all ψ ∈ conv(Q)
w∗

. However, by considering B := Re(A) and the fact that ϕ and each ψ under
consideration is positive and thus self-adjoint, we obtain that

ϕ(B) ≤ α < β ≤ ψ(B)

for all ψ ∈ Q. Therefore ψ(B − βIA) ≥ 0 for all ψ ∈ Q. Therefore, as B is self-adjoint, we obtain that
B − βIA ≥ 0 by our assumptions on Q. Hence, as ϕ is positive, ϕ(B) ≥ β which is a contradiction. Hence

conv(Q)
w∗

= S(A) as desired.

To see that PS(A) ⊆ Q
w∗

, we notice that since Q
w∗

is a weak∗-closed and thus weak∗-compact subset

of S(A), Milman’s Theorem implies that every extreme point of S(A) = conv
(
Q
w∗
)w∗

is contained in Q
w∗

.

As PS(A) are the extreme points of S(A), the result follows.

Next we desire to be able to use the kernels of representations to determine that certain states are
weak∗-limits of convex combinations of states of vector states.

Lemma 8.3. Let A be a C∗-algebra and let {πα : A→ B(Hα)}α∈I be a family of representations of A. Then

1. Each state on A that vanishes on
⋂
α∈I ker(πα) is a weak∗-limit of states of the form ωξ1◦πα1+· · ·+ωξn◦

παn where αj ∈ I, ξj ∈ Hαj are vectors such that
∑n
i=1 ‖ξi‖

2
= 1, and ωξj ◦παj (A) = 〈παj (A)ξj , ξj〉Hαj

for all A ∈ A and for all j.

2. Each pure state on A that vanishes on
⋂
α∈I ker(πα) is a weak∗-limit of states of the form ωξ ◦ πα

where α ∈ I, ξ ∈ Hα is a unit vector, and ωξ ◦ πα(A) = 〈πα(A)ξ, ξ〉Hα for all A ∈ A.

Proof. Let ϕ be a (pure) state that vanishes on
⋂
α∈I ker(πα). By common representation theory results, we

can assume that each πα is non-degenerated. Moreover, by moding A out by
⋂
α∈I ker(πα), we may assume

that
⋂
α∈I ker(πα) = {0} as we can view ϕ as a (pure) state on this quotient C∗-algebra and ϕ will be a

weak∗-limit of states on A that vanish on
⋂
α∈I ker(πα) if and only if it is a weak∗-limit of the same states

as viewed on the quotient algebra. Therefore we can assume that ρ = ⊕α∈Iπα is a non-degenerate faithful
representation of A and thus we can view A as a non-degenerate C∗-subalgebra of B(⊕α∈IHα). Thus we can
assume without loss of generality that A is unital by adding in the unit of B(⊕α∈IHα) if necessary (as we
will still get states on A as A is non-degenerate). Let Q be the set of all state on A of the form ωξ ◦ πα for
some ξ ∈ Hα of norm one. However, if A ∈ Asa and ϕ(A) ≥ 0 for all ϕ ∈ Q, then 〈πα(A)ξ, ξ〉Hα ≥ 0 for all
ξ ∈ Hα and thus πα(A) ≥ 0 for all α ∈ I. As ρ is a faithful representation of A, we obtain that A ≥ 0 and
thus Q satisfies the conditions of Lemma 8.2. Hence the result follows.

Next we will need a common result known as Glimm’s Lemma. Note that this lemma is usually stated
for separable C∗-algebras on a separable Hilbert space (where it is possible to use sequences of vector states).
However, we will need the full version of this lemma.

Lemma 8.4 (Glimm’s Lemma). Let H be a Hilbert space, let K be the compact operators on H, and let A
be a C∗-subalgebra of B(H) with IH ∈ A. If ϕ is a state on A that vanishes on A∩K then ϕ is a weak∗-limit
of vector states on A. Moreover, if A is irreducible in H then ϕ is a weak∗-limit of pure state of A.

Proof. The result that “if A is irreducible in H then ϕ is a weak∗-limit of pure state of A” follows from
the first statement since if A is irreducible on H, every vector space defined on A by H is a pure state on
A. Thus we focus on proving the first statement. If K * A we can define a state ϕ′ on A + K (which is a
C∗-algebra) by ϕ′(A + K) = ϕ(A) for all A ∈ A and K ∈ K (which is a well-defined state on A + K as ϕ
vanishes on A ∩ K). Thus, without loss of generality, K ⊆ A.
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Let q : A→ A/K be the canonical quotient map. Since ϕ vanishes on K, ϕ defines a state ϕ′ on A/K by
ϕ′(A+ K) = ϕ(A) for all A ∈ A. Thus ϕ′ is a weak∗-limit (in A/K) of states of the form λ1ϕ

′
1 + · · ·+ λnϕ

′
n

where ϕ′j are pure states on A/K and λj ∈ (0, 1) are such that
∑n
j=1 λj = 1. Each ϕ′j defines a state ϕj = ϕ′j◦q

on A and it is easy to see that ϕ is a weak∗-limit of the states of the form λ1ϕ1 + · · ·+λnϕn where ϕj = ϕ′j ◦q
where ϕ′j are pure states on A/K and λj ∈ (0, 1) are such that

∑n
j=1 λj = 1. However, we claim that each ϕj

as listed above must be a pure state on A. To see this, suppose ϕj = λψ1 + (1− λ)ψ2 where λ ∈ (0, 1) and
ψ1, ψ2 ∈ S(A). If K ∈ K is positive then ψ1(K) ≥ 0, ψ2(K) ≥ 0, and 0 = λψ1(K) + (1 − λ)ψ2(K). Hence
ψ1(K) = ψ2(K) = 0 for all K ∈ K positive and thus for all K ∈ K. Hence ψ1 and ψ2 define states ψ′1 and ψ′2
on A/K by ψ′i(A+K) = ψi(A) for all A ∈ A. It is easy to see that ϕ′j = λψ′1 + (1−λ)ψ′2. However, as ϕ′j was
assumed to be a pure state on A/K, ψ′i = ϕ′j for i ∈ {1, 2} and thus ψ1 = ψ2 = ϕj . Hence ϕj is a pure state
on A. Therefore ϕ is a weak∗-limit of states of the form λ1ϕ1 + · · · + λnϕn where ϕj are pure states on A
such that ϕj(K) = {0} and λj ∈ (0, 1) are such that

∑n
j=1 λj = 1. Therefore, to prove the lemma, it suffices

to consider states of the form λ1ϕ1 + · · ·+ λnϕn where ϕj are pure states on A such that ϕj(K) = {0} and
λj ∈ (0, 1) are such that

∑n
j=1 λj = 1.

To show that λ1ϕ1 + · · · + λnϕn is a weak∗-limit of vector states, we will show for any finite set
{A1, . . . , Am} of self-adjoint elements of A such that A1 = I there exists unit vectors ξ1, . . . , ξn ∈ H such
that 〈Aiξj , ξk〉 = 0 for j < k and such that |ϕj(Ai) − 〈Aiξj , ξj〉| ≤ 1 for all i ∈ {1, . . . ,m} and for all
j ∈ {1, . . . , n}. To begin, as A1 = I, let ξ1 be any unit vector.

Suppose that ξj have been constructed with the desired properties for j < `. Let

K0 := span{Aiξj | 1 ≤ i ≤ m, j < `}

so that K0 is a finite dimensional subspace of H. Let K := H	K0. Since K0 is a finite dimensional subspace
of H, the projection onto K0, denoted PK0

, is an element of K ⊆ A. Clearly PKAPK is a C∗-subalgebra of A
(as I ∈ A) and ϕ`|PKAPK is a state on PKAPK since it is clearly a positive linear functional and

ϕ`(PK) = ϕ`(PK) + 0 = ϕ`(PK) + ϕ`(PK0
) = ϕ(I) = 1

as ϕ` vanishes on K.
We claim that ϕ`|PKAPK is a pure state on PKAPK. To see this, suppose ϕ`|PKAPK = λψ1 + (1 − λ)ψ2

where λ ∈ (0, 1) and ψ1 and ψ2 are states on PKAPK. Define ψ′1, ψ
′
2 : A → C by ψ′q(A) = ψq(PKAPK).

Clearly ψ′1 and ψ′2 are state on A such that ϕ` = λψ′1 + (1 − λ)ψ′2 (as ϕ` vanishes on K and thus lives on
PKAPK). Therefore, as ϕ` was a pure state on A, ψ′1 = ψ′2 = ϕ` and thus ψ1 = ψ2 = ϕ`|PKAPK . Hence
ϕ`|PKAPK is a pure state on PKAPK.

Since PKAPK contains all of the compact operators on K as A contains all of the compact operators
on H, PKAPK is irreducible in K. Thus, by Lemma 8.3, ϕ`|PKAPK is a weak∗-limit of states of the form
ωζα where ζα are unit vectors in K. Hence, for 1 ≤ i ≤ m, ϕ`(Ai) = ϕ`(PKAiPK) is a weak∗-limit of
〈PKAiPKζα, ζα〉 = 〈Aiζα, ζα〉. Hence we can find an ξ` ∈ K such that |ϕ`(Ai) − 〈Aiξ`, ξ`〉| ≤ 1 for all
1 ≤ i ≤ m. Moreover, as ξ` ∈ K = K⊥0 , 〈Aiξj , ξ`〉 = 0 for all j < `. Hence the construction of the ξj ’s
proceeds by recursion.

Fix a set {A1, . . . , Am} of self-adjoint elements of A such that A1 = I and let ξ1, . . . , ξn ∈ H be the unit
vectors constructed above such that 〈Aiξj , ξk〉 = 0 for j < k and such that |ϕj(Ai) − 〈Aiξj , ξj〉| ≤ 1 for all
i ∈ {1, . . . ,m} and for all j ∈ {1, . . . , n}. Let ξ :=

∑n
j=1

√
λjξj . Since A1 = I, 〈ξj , ξk〉 = 0 for all j 6= k and

thus ξ is a unit vector. Moreover, as each Ai is self-adjoint, 〈Aiξj , ξk〉 = 0 for all j 6= k. Hence∣∣∣∣∣∣
n∑
j=1

λjϕj(Ai)− 〈Aiξ, ξ〉

∣∣∣∣∣∣ =

∣∣∣∣∣∣
n∑
j=1

λjϕj(Ai)−
n∑

j,k=1

〈
Ai
√
λjξj ,

√
λkξk

〉∣∣∣∣∣∣
=

∣∣∣∣∣∣
n∑
j=1

λjϕj(Ai)−
n∑
j=1

λj〈Aiξj , ξj〉

∣∣∣∣∣∣
≤

n∑
j=1

λj = 1
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for all i > 1.
Therefore for any finite subset of self-adjoint elements of A we have found a vector state on A that differs

from
∑n
j=1 λjϕj by at most one on all of the self-adjoint elements in our finite subset. Therefore, by scaling

our self-adjoint elements and noting that the span of the self-adjoint elements of A is A,
∑n
j=1 λjϕj is a

weak∗-limit of vector states as desired.

Now we may begin to discuss states on unital, simple, purely infinite C∗-algebras. First we desire to show
that every state on a unital, simple, purely infinite C∗-algebra is a weak∗-limit of pure states. We make the
following notation that will be used in the few remaining proofs.

Notation 8.5. Let A be a C∗-algebra. We denote the set of all irreducible representations of A by Irr(A).
If π : A → B(H) is a representation of A, we denote by Cπ the set of all A ∈ A such that π(A) is a

compact operator. Thus Cπ is an ideal of A.

Lemma 8.6. Let A be a unital, simple, purely infinite C∗-algebra. Then
⋂
π∈Irr(A) Cπ = {0}.

Proof. Suppose to the contrary that
⋂
π∈Irr(A) Cπ is non-zero. Therefore, since A is simple, Cπ = A for all

π ∈ Irr(A). By Lemma 2.3 there exists a non-zero isometry V ∈ A such that P = V V ∗ < IA. Therefore
π(IA) = π(V ∗V ) = π(V )∗π(V ) and π(P ) = π(V )π(V )∗ for all π ∈ Irr(A). Hence π(IA) and π(V ) are
equivalent projections. However, since Cπ = A, π(IA) and π(P ) must be compact operators. Therefore,
as π(P ) ≤ π(IA) and π(IA) and π(P ) are equivalent compact projections, π(IA) = π(P ) for all irreducible
representations π. However, since the irreducible representations of A separate points in A, P = IA which is
a contradiction. Hence

⋂
π∈Irr(A) Cπ = {0}.

Theorem 8.7. Let A be a unital, simple, purely infinite C∗-algebra. Then PS(A)
w∗

= S(A).

Proof. Clearly PS(A)
w∗

⊆ S(A). Let ϕ ∈ S(A) be arbitrary. Since
⋂
π∈Irr(A) Cπ = {0} and A is simple,

there exists an irreducible representation π : A→ B(H) such that Cπ = {0}. Therefore ϕ(Cπ) = {0}. Hence
ϕ defines a state ϕ′ on π(A) that vanishes on π(A) ∩ K = {0}. Therefore, by Glimm’s Lemma, ϕ′ is a
weak∗-limit of pure states on π(A) (which must define pure state on A as π is irreducible) and thus ϕ is a
weak∗-limit of pure states on A.

With the above result in-hand, we are able to prove our final result for this chapter.

Theorem 8.8. Let A be a unital, simple, purely infinite C∗-algebra and let ϕ be a state on A. Then for every
ε > 0 and every finite subset F ⊆ A there exists a non-zero projection P ∈ A such that ‖PAP − ϕ(A)P‖ < ε
for all A ∈ F .

Proof. Let ϕ be a state on A. By Theorem 8.7, ϕ is a weak∗-limit of pure states. Therefore, by Proposition
3.8, ϕ can be excised. Hence there exists a net of positive elements (Aα)Λ with ‖Aα‖ = 1 such that
limΛ

∥∥AαAAα − ϕ(A)A2
α

∥∥ = 0 for all A ∈ A.

Let ε > 0 and let F be a finite subset of A. Choose α such that
∥∥AαAAα − ϕ(A)A2

α

∥∥ < ε
2 for all A ∈ F .

Since Aα ≥ 0 and since A has real rank zero by Proposition 5.3, Theorem 5.5 plus some thought implies that
there exists a positive element X ∈ A with finite spectrum such that ‖X‖ = 1 and

∥∥XAX − ϕ(A)X2
∥∥ < ε

for all A ∈ F . Since X has finite spectrum and ‖X‖ = 1, P := χ{1}(X) is a non-zero projection in A.
Moreover

‖PAP − ϕ(A)P‖ =
∥∥PXAXP − P (ϕ(A)X2)P

∥∥ ≤ ∥∥XAX − ϕ(A)X2
∥∥ < ε

for all A ∈ F . Hence the result follows.
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9 Non-Standard Results on Completely Positive Maps

In this chapter we will develop the necessary theory of completely positive maps needed in subsequent
chapters. We assume the reader is already familiar with the standard theory of completely positive and
completely bounded maps and we focus on some non-standard results.

Most of the results for this chapter were developed from the paper [EH] and from the books [Pa] and
[BO].

We begin with a brief study of completely bounded maps on finite dimensional operator systems. We
begin with a technical lemma from Banach spaces.

Lemma 9.1. Let X be a Banach space with dimension n. Then there exists a basis {e1, . . . , en} for X such
that ‖ei‖ = 1 for all i ∈ {1, . . . , n} and, if {f1, . . . , fn} is the corresponding dual basis, ‖fi‖ = 1 for all
i ∈ {1, . . . , n}.

Proof. Let B = {y1, . . . , yn} be any basis for X. For any n vectors z1, . . . , zn in X with ‖zi‖ = 1 for all
i ∈ {1, . . . , n}, define V (z1, . . . , zn) := det([ai,j ]i,j) where (ai,1, ai,2, . . . , ai,n) is the coordinates of zi with
respect to B. Therefore it is clear that |V | is a continuous function on a compact subset and thus obtains
its maximum at a set {e1, . . . , en} with ‖ej‖ = 1 for all j ∈ {1, . . . , n}. Notice that V (y1, . . . , yn) = 1 so
|V (e1, . . . , en)| > 0 and thus {e1, . . . , en} must be a basis for X.

Let {f1, . . . , fn} be the dual basis of {e1, . . . , en}. It is trivial to verify that

fj(x) =
V (e1, . . . , ej−1, x, ej+1, . . . , en)

V (e1, . . . , en)

for all x ∈ X with ‖x‖ = 1 and for all j ∈ {1, . . . , n}. Therefore, due to the maximality of |V | at {e1, . . . , en},
|fj(x)| ≤ 1 for all x ∈ X with ‖x‖ = 1. Hence the result follows.

Lemma 9.2. Let S1 and S2 be operator spaces and suppose S1 is finite dimensional. Then any linear map
ϕ : S1 → S2 is completely bounded with ‖ϕ‖cb ≤ dim(S1) ‖ϕ‖.

Proof. Note that ϕ must be bounded being a linear map with a finite dimensional domain and thus a finite
dimensional range. To see that ‖ϕ‖cb ≤ n ‖ϕ‖, let {x1, . . . , xn} be a basis for S1 with dual basis {f1, . . . , fn}
such that ‖xj‖ = 1 = ‖fj‖ for all j ∈ {1, . . . , n} (whose existence is guaranteed by Lemma 9.1). Then for
all x ∈ S1 x =

∑n
j=1 fj(x)xj and thus ϕ(x) =

∑n
j=1 fj(x)ϕ(xj). However, it is easy to see that the linear

maps x 7→ fj(x)ϕ(xj) have completely bounded norm at most ‖fj‖cb ‖ϕ(xj)‖ = ‖fj‖ ‖ϕ(xj)‖ ≤ ‖ϕ‖. Hence

‖ϕ‖cb ≤
n∑
j=1

‖x 7→ fj(x)ϕ(xj)‖cb ≤ n ‖ϕ‖

as desired.

Lemma 9.3. Let A be a unital C∗-algebra, let A1, . . . , Am ∈ A be linearly independent, and suppose that
S := span(A1, . . . , An) is an operator system in A. Let

M := sup

{
max

1≤j≤m
|αj | |

∥∥∥∥∥
m∑
k=1

αkAk

∥∥∥∥∥ ≤ 1

}
.

Then for any B1, . . . , Bm ∈ A the linear map Φ : S → span(B1, . . . , Bm) defined by Φ(Aj) := Bj for all
1 ≤ j ≤ m is completely bounded with

‖Φ‖cb ≤ 1 +mM

m∑
j=1

‖Aj −Bj‖ .
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If mM
∑m
j=1 ‖Aj −Bj‖ < 1 then Φ−1 exists and

∥∥Φ−1
∥∥
cb
≤

1−mM
m∑
j=1

‖Aj −Bj‖

−1

.

Proof. Note that M <∞ as S is an n-dimensional vector space and all norms (specifically ‖ · ‖A and ‖ · ‖∞)
are equivalent. Consider Cm with the `∞-norm. Define Q : S → Cn by Q(Aj) := ej and define R : Cn → A
by R(ej) := Bj − Aj . Due to the norm defined on Cn, ‖Q‖ = M and ‖R‖ ≤

∑m
j=1 ‖Aj −Bj‖. Therefore,

by Lemma 9.2,

‖R ◦Q‖cb ≤ m ‖R ◦Q‖ ≤ m ‖R‖ ‖Q‖ = mM

m∑
j=1

‖Aj −Bj‖ .

Therefore, since Φ = Id+R ◦Q, we obtain that

‖Φ‖cb ≤ 1 +mM

m∑
j=1

‖Aj −Bj‖

as desired. However, using the above norm estimate when mM
∑m
j=1 ‖Aj −Bj‖ < 1, we obtain that

‖Φn(A)‖ ≥ ‖A‖ − ‖(R ◦Q)n(A)‖ ≥ ‖A‖

1−mM
m∑
j=1

‖Aj −Bj‖


for all A ∈ Mn(A). Therefore Φn is bounded below for all n and thus is invertible. Moreover, the above
norm estimate implies ∥∥(Φn)−1

∥∥ ≤
1−mM

m∑
j=1

‖Aj −Bj‖

−1

for all n ∈ N and thus the result follows (as (Φn)−1 = (Φ−1)n for all n ∈ N).

The above lemma will be essential for us to construct completely bounded maps with well-behaved norms.
Next we desire to show that a unital, self-adjoint, completely bounded map is ‘close’ to a completely positive
map.

Theorem 9.4. Let A be a unital C∗-algebra, let S ⊆ A be an operator system, let H be a Hilbert space, and
let Φ : S → B(H) be a unital, self-adjoint, completely bounded map. Then there exists a unital, completely
positive map Ψ : A→ B(H) such that ‖Ψ|S − Φ‖cb ≤ 2(‖Φ‖cb − 1).

Proof. Since Φ is unital, ‖Φ‖cb ≥ 1. By Wittstock’s Extension Theorem there exists a completely bounded
map Ψ0 : A → B(H) such that Ψ0|S = Φ and ‖Ψ0‖cb = ‖Φ‖cb. By Wittstock’s Theorem there exists a
Hilbert space K, a unital ∗-homomorphism π : A → B(K), and isometries Vi : H → K (for i ∈ {1, 2})
Ψ0(A) = ‖Φ‖cb V ∗1 π(A)V2 for all A ∈ A.

Since Φ is self-adjoint, we obtain that

Φ(A) = Ψ0(A) = ‖Φ‖cb V
∗
1 π(A)V2 = ‖Φ‖cb V

∗
2 π(A)V1

for all A ∈ S. Define Ψ : A→ B(H) by

Ψ(A) :=
1

2
(V ∗1 π(A)V1 + V ∗2 π(A)V2)
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for all A ∈ A. Clearly Ψ is a completely positive map with Ψ(I) = 1
2 (V ∗1 V1 +V ∗2 V2) = I. Moreover we notice

for all A ∈ S that

1

2
‖Φ‖cb (V1 − V2)∗π(A)(V1 − V2) =

1

2
‖Φ‖cb (V ∗1 π(A)V1 + V ∗2 π(A)V2 − V ∗1 π(A)V2 − V ∗2 π(A)V1)

= ‖Φ‖cb Ψ(A)− Φ(A).

Therefore

‖Ψ|S − Φ‖cb ≤ ‖Ψ− ‖Φ‖cb Ψ‖
cb

+ ‖‖Φ‖cb Ψ|S − Φ‖
cb
≤ (‖Φ‖cb − 1) +

1

2
‖Φ‖cb ‖V1 − V2‖2 .

However, since Φ(IA) = IH, IH = ‖Φ‖cb V ∗1 V2 so

1

2
‖Φ‖cb ‖V1 − V2‖2 =

1

2
‖‖Φ‖cb IH − 2IH + ‖Φ‖cb IH‖ = ‖Φ‖cb − 1

and thus
‖Ψ|S − Φ‖cb ≤ 2(‖Φ‖cb − 1)

as desired.

Later we will need some of the theory of lifting completely positive maps. These following results are
based mainly on the work contained in [EH]. We begin by studying when contractive, completely positive
maps into a quotient can be lifted to completely positive maps.

Lemma 9.5. Let J be an ideal in a unital C∗-algebra B and let S be a separable operator system. The set
of contractive, completely positive maps from S into B/J with a contractive, completely positive lifting to B
is closed in the point-norm topology on all bounded linear maps from S into B/J. Thus the set of unital,
completely positive maps from S into B/J with a unital, completely positive lifting to B is closed in the
point-norm topology on all bounded linear maps from S into B/J.

Proof. Let q : B → B/J be the canonical quotient map. Let ϕ : S → B/J be a bounded linear map
such that there exists contractive (unital), completely positive maps ψ′n : S → B such that (q ◦ ψ′n)n≥1

converges to ϕ in the point-norm topology. Clearly this implies ϕ is completely positive and contractive
(unital). Let {Ak}k≥1 be a dense subset of S. Therefore, by passing to a subsequence, we may assume that
‖q(ψ′n(Ak))− ϕ(Ak)‖ < 1

2n for all k ≤ n.
We claim that it suffices to construct a sequence ψn : S → B of contractive (unital), completely positive

maps such that ‖q(ψn(Ak))− ϕ(Ak)‖ < 1
2n for all k ≤ n and ‖ψn+1(Ak)− ψn(Ak)‖ < 1

2n−3 for all k ≤ n−1.
If such a sequence exists, then it is clear that (ψn(Ak))n≥1 is a Cauchy sequence for all k ∈ N and thus, as
{Ak}k≥1 is a dense subset of S, ψ(A) := limk→∞ ψn(A) exists for all A ∈ S. Clearly ψ will be a contractive
(unital), completely positive map (being the point-norm limit of contractive (unital), completely positive
maps) and, since ‖q(ψn(Ak))− ϕ(Ak)‖ < 1

2n for all k ≥ 1, q(ψ(Ak)) = ϕ(Ak) for all k ∈ N. Therefore, by
density, q ◦ ψ = ϕ as desired.

To construct such a sequence, we proceed by induction. Let ψ1 := ψ′1. Suppose we have constructed
ψn : S → B such that ‖q(ψn(Ak))− ϕ(Ak)‖ ≤ 1

2n for all k ≤ n and ‖ψn(Ak)− ψn−1(Ak)‖ < 1
2n−3 for all

k ≤ n− 1. Let (Eλ)Λ be a quasicentral C∗-bounded approximate identity for J in B. Then

lim
Λ

∥∥∥(IB − Eλ)
1
2ψn(A)(IB − Eλ)

1
2 + E

1
2

λ ψn(A)E
1
2

λ − ψn(A)
∥∥∥ = 0

for all A ∈ S, and, if Bk := ψ′n+1(Ak)− ψn(Ak), then

lim
Λ

∥∥∥(IB − Eλ)
1
2Bk(IB − Eλ)

1
2

∥∥∥ = ‖q(Bk)‖ < 2

2n

if k ≤ n. Hence there exists an E := Eλ ∈ J so that∥∥∥(IB − E)
1
2ψn(Ak)(IB − E)

1
2 + E

1
2ψn(Ak)E

1
2 − ψn(Ak)

∥∥∥ < 1

2n+1
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for all k ≤ n+ 1 and
∥∥∥(IB − E)

1
2Bk(IB − E)

1
2

∥∥∥ < 1
2n−1 for all k ≤ n. Define ψn+1 : S → B by

ψn+1(A) := (IB − E)
1
2ψ′n+1(A)(IB − E)

1
2 + E

1
2ψn(A)E

1
2

for all A ∈ S. Clearly ψn+1 is a completely positive map. In the contractive case, to see that ψn+1 is
contractive we note that ψ′n+1 and ψn are contractive maps and (IB −E) +E = IB so ‖ψn+1(IS)‖ ≤ 1. In
the unital case, to see that ψn+1 is unital we note that ψ′n+1 and ψn are unital maps and (IB−E) +E = IB
so ψn+1(IS) = IB. To see that ψn+1 has the desired properties, we notice that q ◦ ψn+1 = q ◦ ψ′n+1 so
‖q(ψn(Ak))− ϕ(Ak)‖ < 1

2n for all k ≤ n+ 1. Moreover

‖ψn+1(Ak)− ψn(Ak)‖ ≤ 1
2n+1 +

∥∥∥(IB − e)
1
2ψ′n+1(A)(IB − E)

1
2 − (IB − E)

1
2ψn(Ak)(IB − E)

1
2

∥∥∥
= 1

2n+1 + ‖Bk‖ ≤ 1
2n−2 .

for all k ≤ n as desired.

The above is useful as to show that a unital, completely positive maps into a quotient is liftable, it suffices
to show that the map is a limit of liftable maps in the point-norm topology. One example of this is the
following (although the proof is annoying).

Lemma 9.6. Let J be an ideal in a unital C∗-algebra B such that for every C∗-algebra C the kernel of
q⊗ IdC : B⊗min C→ (B/J)⊗min C is equal to J⊗min C (where q : B→ B/J is the canonical quotient map).
If S is a finite dimensional operator system and ϕ : S → B/J is a unital, completely positive map then ϕ
has a unital, completely positive lifting ψ : S → B.

Proof. Since S is finite dimensional, there exists an algebraic lifting ψ : S → B of ϕ. By replacing ψ(A)
with 1

2 (ψ(A) + ψ(A)∗) for all A ∈ S we may assume that ψ is a self-adjoint lifting of ϕ. Of course, the idea
of the proof is to correct ψ.

Let (Eλ)Λ be a quasicentral C∗-bounded approximate identity of J in B. If q : B→ B/J is the canonical

quotient map then q(IB − Eλ) = IB/J for all λ ∈ Λ. Hence q
(

(IB − Eλ)
1
2

)
is the positive square root of

IB/J in B/J so q
(

(IB − Eλ)
1
2

)
= IB/J (alternatively, this can be obtained by taking limits of polynomials).

For each λ ∈ Λ define ψλ : S → B by

ψλ(A) := (IB − Eλ)
1
2ψ(A)(IB − Eλ)

1
2

for all A ∈ S. Since q
(

(IB − Eλ)
1
2

)
= IB/J and ψ is a lifting of ϕ, each ψλ is a self-adjoint lifting of ϕ.

We claim that if we can show limΛ ‖ψλ‖cb = 1 then the proof will be complete. To see this, let ε > 0.
We will use our completely bounded norm estimates to correct ψ. By our assumptions on the limit, we can
assume that ‖ψ‖cb ≤ 1 + ε by replacing ψ with one of the self-adjoint liftings ψλ of ϕ. Let φ : S → C be an
arbitrary state. For each λ ∈ Λ define ψ′λ : S → B by

ψ′λ(A) := (IB − Eλ)
1
2ψ(A)(IB − Eλ)

1
2 + φ(A)Eλ

for all A ∈ S. Clearly each ψ′λ is a self-adjoint lifting of ϕ. Since the map

B1 ⊕ α 7→ (IB − Eλ)
1
2B1(IB − Eλ)

1
2 + αEλ

from B ⊕ C to B is a unital linear map that is the sum of two completely positive maps, it is a unital,
completely positive map. Since each ψ′λ is the composition of the above map with the map ψ⊕φ : S → B⊕B,
ψ′λ is a self-adjoint, completely bounded map with ‖ψ′‖cb ≤ ‖ψ‖cb ≤ 1 + ε.

Notice that
IB − ψ′λ(IS) = IB − (IB − Eλ)

1
2ψ(IS)(IB − Eλ)

1
2 − Eλ

= (IB − Eλ)
1
2 (IB − ψ(IS))(IB − Eλ)

1
2 .

69



However, since ψ is a lifting of ϕ and ϕ is unital, IB−ψ(IS) ∈ J. Hence, as (Eλ)Λ is quasicentral, the above
implies

lim
Λ
IB − ψ′λ(IS) = 0.

Choose λ0 ∈ Λ such that
∥∥IB − ψ′λ0

(IS)
∥∥ < ε. Define ψ′′ : S → B by

ψ′′(A) := ψ′λ0
(A) + (IB − ψ′λ0

(IS))φ(A)

for all A ∈ S. Since ψ′λ0
is a lifting for ϕ and

∥∥IB − ψ′λ0
(IS)

∥∥ < ε by the above computations, it is clear
that ‖ϕ− q ◦ ψ′′‖ < ε. Note ψ′′ is a unital, self-adjoint completely bounded map such that

‖ψ′′‖cb ≤ 1 + ε+
∥∥IB − ψ′λ0

(IS)
∥∥ ≤ 1 + 2ε.

By Theorem 9.4 there exists a unital, completely positive map θ : S → B such that ‖θ − ψ′′‖cb ≤ 4ε. Thus
q ◦θ : S → B/J is a unital, completely positive map with a unital, completely positive lifting θ : S → B such
that ‖q ◦ θ − ϕ‖ ≤ 5ε. Therefore, since ε > 0 was arbitrary, Lemma 9.5 implies ϕ has a unital, completely
positive lifting to B.

Therefore, to complete the proof, it suffices to show that limΛ ‖ψλ‖cb = 1. Suppose otherwise that
limΛ ‖ψλ‖cb 6= 1. Then there exists an ε > 0 such that lim supΛ ‖ψλ‖cb > 1 + 4ε. By replacing ψλ with a
subnet, we may assume that ‖ψλ‖cb ≥ 1 + 2ε for all λ ∈ Λ. Hence for each λ ∈ Λ there exists an nλ ∈ N and
an Aλ ∈Mnλ(S) such that ‖Aλ‖ = 1 and ‖(ψλ)nλ(Aλ)‖ ≥ ‖ψλ‖cb − ε ≥ 1 + ε.

Now we will use this sequence of matrix algebras of S to construct an operator in a C∗-algebra such that
we can use the exact sequence condition to obtain a contradiction. Consider S0 :=

∏
Λ(Mnλ(S)). Therefore

S0 is an operator system on
∏

Λ(H⊗Cnλ) ' H⊗(
∏

Λ Cnλ) (where S ⊆ B(H)). Under this unitary equivalence
of Hilbert spaces, we claim that S0 is S � C where C :=

∏
ΛMnλ(C). To see this, we notice that S � C is

clearly a subspace of S0 under this unitary equivalence. To see the other direction, let {e1, . . . , em} be a basis
of unit vectors for S and let {f1, . . . , fm} be the dual basis. Therefore the maps (fj)nλ :Mnλ(S)→Mnλ(C)
are completely bounded and, if T =

∑m
k=1 ek⊗Ak ∈Mnλ(S), then Ak = (fk)nλ(T ). Therefore, if (yλ)Λ ∈ S0

then

(yλ)Λ =

(
m∑
k=1

ek ⊗ (fk)nλ(yλ)

)
Λ

=

m∑
k=1

ek ⊗ ((fk)nλ(yλ))Λ

which is an element of S � C as each (fk)nλ is completely bounded. Hence we will view S0 as S � C.
Let A :=

∑m
k=1 (ek ⊗ ((fk)nλ(Aλ))Λ) ∈ S0 (so A corresponds to the operator (Aλ)Λ which has norm at

most 1). Then for any ν ∈ Λ

(ψν ⊗ IdC) (A) =
∑m
k=1 (ψν(ek)⊗ ((fk)nλ(Aλ))Λ)

= (
∑m
k=1 ψν(ek)⊗ (fk)nλ(Aλ))

Λ
= ((ψν)nλ(Aλ))Λ

so
‖(ψν ⊗ IdC) (A)‖ ≥ ‖(ψν)nν (Aν)‖ ≥ 1 + ε.

However
(ψν ⊗ IdC) (A) = ((ψν)nλ(Aλ))Λ

=
((

(IB − Eν)
1
2 ⊗ Inλ

)
ψnλ(Aλ)

(
(IB − Eν)

1
2 ⊗ Inλ

))
Λ

=
(

(IB − Eν)
1
2 ⊗ IC

)
(ψ ⊗ IdC) (A)

(
(IB − Eν)

1
2 ⊗ IC

)
.

However, it is clear that (Eλ ⊗ IC)Λ is a quasicentral C∗-bounded approximate identity of J ⊗min C inside
B⊗min C (that is, first check it on the span of the elementary tensors). Therefore

lim supν ‖(ψν ⊗ IdC) (A)‖ = ‖(ψ ⊗ IdC)(A) + J⊗min C‖
= ‖(q ⊗ IC) ((ψ ⊗ IdC)(A))‖
= ‖(ϕ⊗ IdC)(A)‖
≤ 1
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(as ‖A‖ ≤ 1 and ϕ⊗ IdC is a unital, completely positive map) which is a contradiction. Hence the result is
complete.

Although the converse of the above result is true, we shall not present the proof as we do not require
it. Next we will look at a weak form of injectivity that will enable us to lift completely positive map into
quotients by ideals with this property.

Definition 9.7. Let A be a C∗-algebra. We say that A is approximately injective if for every finite dimen-
sional operator systems S1 ⊆ S2 ⊆ B(H), any completely positive map ϕ1 : S1 → A, and any ε > 0 there
exists a completely positive map ϕ2 : S2 → A such that ‖ϕ2|S1 − ϕ1‖ < ε.

Clearly every injective C∗-algebra and every nuclear C∗-algebra is approximately injective. Our goal is
to upgrade Lemma 9.6 from finite dimensional operator systems to separable operator systems provided that
our ideals J are approximately injective. We proceed with the following two results.

Lemma 9.8. Let J be an approximately injective ideal in a unital C∗-algebra B such that for every unital
C∗-algebra C the kernel of q ⊗ IdC : B⊗min C→ (B/J)⊗min C is equal to J⊗min C (where q : B→ B/J is
the canonical quotient map).

Let S1 ⊆ S2 ⊆ B(H) be finite dimensional operator systems (with the same unit as B(H)) and ϕ2 : S2 →
B/J be a unital, completely positive map. If the restriction ϕ1 = ϕ2|S1 has a unital, completely positive
lifting ψ1 : S1 → B then for any ε > 0 there exists a unital, completely positive lifting ψ2 : S2 → B of ϕ2

such that ‖ψ2|S1 − ψ1‖ < ε.

Proof. The idea of the proof is to use Lemma 9.6 to get a lifting of ϕ2 and then use the approximate
injectivity of J to correct this lifting. Let (Eλ)Λ be a quasicentral C∗-bounded approximate identity for J
inside B. By Lemma 9.6 there exists a unital, completely positive lifting ψ : S2 → B such that q ◦ ψ = ψ2.
If ψ1 : S1 → B is a unital, completely positive lifting of ϕ1 = ϕ2|S1 , then ψ1(A)− ψ(A) ∈ J for all A ∈ S1.
Therefore, since (Eλ)Λ is a quasicentral C∗-bounded approximate identity for J inside B,

lim
Λ

∥∥∥(IB − Eλ)
1
2 (ψ1(A)− ψ(A))(IB − Eλ)

1
2

∥∥∥ = 0

for all A ∈ S1 and

lim
Λ

∥∥∥ψ1(A)− (IB − Eλ)
1
2ψ1(A)(IB − Eλ)

1
2 − E

1
2

λ ψ1(A)E
1
2

λ

∥∥∥ = 0

for all A ∈ S1. Hence

lim
Λ

∥∥∥ψ1(A)− (IB − Eλ)
1
2ψ(A)(IB − Eλ)

1
2 − E

1
2

λ ψ1(A)E
1
2

λ

∥∥∥ = 0

for all A ∈ S1.
Fix 0 < δ < 1. Therefore, since S1 is finite dimensional, there exists a λ ∈ Λ such that if E := Eλ then∥∥∥ψ1(A)− (IB − E)

1
2ψ(A)(IB − E)

1
2 − E 1

2ψ1(A)E
1
2

∥∥∥ ≤ δ ‖A‖
for all A ∈ S1. However, since E ∈ J and J is an ideal of B, the map A 7→ E

1
2ψ1(A)E

1
2 is a contractive,

completely positive map of S1 into J. Therefore, since J is approximately injective, there exists a completely
positive map θ : S2 → J such that ∥∥∥θ(A)− E 1

2ψ1(A)E
1
2

∥∥∥ < δ ‖A‖

for all A ∈ S1. Since ψ1 is unital, ‖θ(IH)− E‖ ≤ δ.
Define ψ′ : S2 → B by

ψ′(A) := (IB − E)
1
2ψ(A)(IB − E)

1
2 + θ(A)
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for all A ∈ S2. Since θ(A) ∈ J for all A ∈ S2, it is clear that q ◦ ψ′ = q ◦ ψ = ϕ2. Moreover

‖ψ1(A)− ψ′(A)‖ ≤
∥∥∥θ(A)− E 1

2ψ1(A)E
1
2

∥∥∥+
∥∥∥ψ1(A)− (IB − E)

1
2ψ(A)(IB − E)

1
2 − E 1

2ψ1(A)E
1
2

∥∥∥ ≤ 2δ ‖A‖

for all A ∈ S1 and
‖IB − ψ′(IH)‖ = ‖IB − ((IB − E) + θ(IH))‖ ≤ δ < 1.

Therefore, if B := ψ′(IH), then B is invertible with
∥∥∥B− 1

2

∥∥∥ ≤ 1√
1−δ . Therefore, the map ψ2 : S2 → B

defined by
ψ2(A) := B−

1
2ψ′(A)B−

1
2

for all A ∈ S2 is clearly a unital, completely positive map. To see that ψ2 is a lifting of ϕ2, we notice that

q(B) = q(ψ′(IH)) = ϕ2(IH) = IH

(as ψ′ was a lifting of ϕ2) so q(B−
1
2 ) = IH. Hence it is clear that ψ2 is a lifting of ϕ2. Moreover

‖ψ2(A)− ψ′(A)‖ ≤
(∥∥∥IB −B− 1

2

∥∥∥ ‖ϕ′‖+
∥∥∥B− 1

2

∥∥∥ ‖ϕ′‖ ∥∥∥IB −B− 1
2

∥∥∥) ‖A‖
≤

(
(1 + δ)

(
1− 1√

1+δ

)
+ (1 + δ)

(
1− 1√

1+δ

)
1√
1−δ

)
‖A‖

for all A ∈ S1 so, as ‖ψ1(A)− ψ′(A)‖ ≤ 2δ ‖A‖ for all A ∈ S1,

‖ψ2(A)− ψ1(A)‖ < ε

for all A ∈ S1 by making δ suitably small.

With the above result in hand, the following is simply to apply Lemma 9.8 recursively.

Lemma 9.9. Let J be an approximately injective ideal in a unital C∗-algebra B such that for every unital
C∗-algebra C the kernel of q ⊗ IdC : B⊗min C→ (B/J)⊗min C is equal to J⊗min C (where q : B→ B/J is
the canonical quotient map). Then any unital, completely positive map ϕ from a separable operator system
S into B/J has a unital, completely positive lifting ψ : S → B.

Proof. Let S be a separable operator system and let ϕ : S → B/J be a unital, completely positive map.
Choose a sequence (An)n≥1 of self-adjoint elements of S with A1 := I and dense span in S. For each k ∈ N
let Sk := span{A1, A2, . . . , Ak}. Therefore, each Sk is a finite dimensional operator system with Sk ⊆ Sk+1

for all k ∈ N.
By Lemma 9.8 there exists a sequence ψn : Sn → B of unital, completely positive maps such that

q ◦ ψn = ϕ|Sn and ‖ψn+1(A)− ψn(A)‖ ≤ 1
2n ‖A‖ for all A ∈ Sn. Therefore, since

⋃
k≥1 Sk is dense in S, the

inequalities ‖ψn+1(A)− ψn(A)‖ ≤ 1
2n ‖A‖ for all A ∈ Sn imply that ψ(A) := limk→∞ ψk(A) exists for all

A ∈
⋃
k≥1 Sk and extends to a linear map on S by continuity. Since each ψk is a unital, completely positive

map, ψ is a unital, completely positive map. Moreover, since q ◦ ψn = ϕ|Sn , it is clear that ψ is a lifting of
ϕ by density.

Finally we verify that the conditions of the above lemma can be reduced to assuming C = B(H) for a
separable Hilbert space H provided ϕ is a ∗-homomorphism.

Theorem 9.10. Let A and B be unital C∗-algebras with A separable, let J be an approximately injective
ideal of B, and let ϕ : A → B/J be an injective, unital ∗-homomorphism. Let H be a separable infinite
dimensional Hilbert space and suppose that the induced map of algebraic tensor products

A� B(H)→ B� B(H)

J� B(H)
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extends continuously to a (necessarily injective) unital ∗-homomorphism

A⊗min B(H)→ B⊗min B(H)

J⊗min B(H)
.

Then there exists a unital, completely positive map Φ : A→ B which lifts ϕ.

Proof. Let q : B → B/J be the canonical quotient map. We claim that we may assume A = B/J and
ϕ = idB/J. Indeed let B0 := q−1(ϕ(A)) ⊆ B which is a C∗-algebra (as ϕ is a ∗-homomorphism). Since the
minimal tensor product preserves inclusions,

J⊗min B(H) ⊆ B0 ⊗min B(H) ⊆ B⊗min B(H)

so the hypotheses of the lemma still hold with B0 replacing B.
By our above assumptions, it suffices to prove that for every unital C∗-algebra C the kernel of q ⊗ IdC :

B⊗minC→ (B/J)⊗minC is equal to J⊗minC. If C is separable, then we may view C as a unital C∗-subalgebra
of B(H). Therefore, since the kernel of

B⊗min C ⊆ B⊗min B(H)→ (B/J)⊗min B(H)

is precisely (B ⊗min C) ∩ (J ⊗min B(H)) = J ⊗min C by considering the C∗-bounded approximate identity
(Eλ ⊗ I)Λ for J⊗min B(H) (where (Eλ)Λ is any C∗-bounded approximate identity for J) the separable case
is complete.

For a general C∗-algebra C, we need only show that ker(q ◦ IdC) ⊆ J ⊗min C. If T ∈ ker(q ⊗ IdC) then
there exists a separable C∗-subalgebra C0 ⊆ C such that T ∈ B⊗minC0 ⊆ B⊗minC. Hence T ∈ ker(q⊗IdC0

)
so T ∈ J⊗min C0 ⊆ J⊗min C by the separable case. Hence the proof is complete.

To complete this chapter, we desire to show that every unital completely positive map from a unital,
separable, nuclear C∗-algebra into a quotient C∗-algebra has an unital completely positive lifting. The easiest
way to prove this is to use Lemma 9.5, nuclearity, and show that algebraic liftings of unital, completely
positive maps from matrix algebras can be taken to be positive. We begin with the following result.

Lemma 9.11. Let B be a unital C∗-algebra, let φ :Mn(C)→ B be a linear map, and let {Ei,j}ni,j=1 denote
the standard matrix units for Mn(C). Then the following are equivalent:

1. φ is completely positive.

2. φ is n-positive.

3. [φ(Ei,j)] is positive in Mn(B).

Proof. It is clear that 1) implies 2). To see that 2) implies 3), we notice that [Ei,j ] ∈ Mn(Mn(C)) is self-
adjoint (as [Ei,j ]

∗ = [E∗j,i] = [Ei,j ]) and [Ei,j ]
2 = [

∑n
k=1Ei,kEk,j ] = n[Ei,j ]. Hence z2 − nz = 0 on σ([Ei,j ])

and thus σ([Ei,j ]) ⊆ {0, n}. Hence [Ei,j ] is positive. Therefore, since φ is n-positive, φ([Ei,j ]) is positive in
Mn(B).

Suppose 3) holds. Let k ∈ N be arbitrary. Without loss of generality we may assume B ⊆ B(H) for some
Hilbert space H. To show that φ is k-positive, let A1, . . . , Ak ∈ Mn(C) be arbitrary. Since As ∈ Mn(C),
there exists ai,j,s ∈ C (s ∈ {1, . . . k}, i, j ∈ {1, . . . n}) such that As =

∑n
i,j=1 ai,j,sEi,j . Thus, a simple

computation shows that

A∗iAj =

 n∑
l,m=1

al,m,iEm,l

( n∑
s,t=1

as,t,jEs,t

)
=

n∑
l,m,t=1

al,m,ial,t,jEm,t.
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Fix h = (h1, h2, . . . , hk) ∈ H⊕k and let xl,m :=
∑k
j=1 al,m,jhj ∈ H for l,m = {1, . . . n}. Then

k∑
i,j=1

〈φ(A∗iAj)hj , hi〉 =

k∑
i,j=1

n∑
l,m,t=1

〈φ(al,m,ial,t,jEm,t)hj , hi〉

=

k∑
i,j=1

n∑
l,m,t=1

〈φ(Em,t)al,t,jhj , al,m,ihi〉

=

k∑
i=1

n∑
l,m,t=1

〈φ(Em,t)xl,t, al,m,ihi〉

=

n∑
l,m,t=1

〈φ(Em,t)xl,t, xl,m〉

=

n∑
l=1

n∑
m,t=1

〈φ(Em,t)xl,t, xl,m〉.

However, [φ(Ei,j)] is positive in Mn(B) and hence
∑n
m,t=1〈φ(Em,t)xl,t, xl,m〉 = 〈φn([Em,t])x, x〉 ≥ 0 where

x = (xl,1, . . . , xl,n) ∈ Hn. Hence, since the sum of positive numbers is positive,
∑k
i,j=1〈φ(A∗iAj)hj , hi〉 ≥ 0.

Hence φ is k-positive and, as k was arbitrary, φ is completely positive as desired.

Theorem 9.12. Let A be a unital, separable, nuclear C∗-algebra, let B be a unital C∗-algebra, let J be an
ideal of B, and let q : B → B/J be the canonical quotient map. Then for every unital, completely positive
map ϕ : A→ B/J there exists a unital, completely positive map Φ : A→ B such that q ◦ Φ = ϕ.

Proof. Let ϕ : A→ B/J be a unital, completely positive map. Since A is separable, Lemma 9.5 implies that
the set of unital, completely positive maps from A into B/J that have liftings is closed in the point-norm
topology. Thus it suffices to show that ϕ is a point-norm limit of unital, completely positive maps into B/J
with unital, completely positive liftings. Since A is nuclear, ϕ is a point-norm limit of unital completely
positive maps of the form ψ◦φ where φ : A→Mn(C) and ψ :Mn(C)→ B/J are unital, completely positive
maps. If we can show that ψ has a lifting to a unital, completely positive map, then ψ ◦ φ has a lifting to a
unital, completely positive map and thus we are done by Lemma 9.5.

To see that ψ has a completely positive lifting, let {Ei,j}ni,j=1 denote the standard matrix units for
Mn(C). Note that [ψ(Ei,j)] ∈ Mn(B/J) ' Mn(B)/Mn(J) is positive. Therefore, standard functional
calculus results imply that there exists a positive matrix [Bi,j ] ∈ Mn(B) such that qn([Bi,j ]) = [ϕ(Ei,j)].
Define Ψ : Mn(C) → B by Ψ([ai,j ]) :=

∑n
i,j=1 ai,jBi,j for all [ai,j ] ∈ Mn(C). Clearly Ψ is a linear map.

Notice that Ψn([Ei,j ]) = [Bi,j ] ≥ 0 so Ψ is a completely positive map by Lemma 9.11. Moreover

q(Ψ([ai,j ])) = q

 n∑
i,j=1

ai,jBi,j

 =

n∑
i,j=1

ai,jϕ(Ei,j) = ψ([ai,j ])

so Ψ is a lifting of ψ.
However, Ψ need not be unital. To fix this, we notice that q(Ψ(In)) = ψ(In) = IB/J. Since Ψ(In) is

self-adjoint, Ψ(In) = IB +A where A ∈ Jsa. Using the Continuous Functional Calculus, write A = A+−A−
where A+, A− ∈ J+ are such that A+A− = 0. Let f : Mn(C) → C be any state on Mn(C) and define
Ψ′ :Mn(C))→ B by

Ψ′(T ) := (IB +A+)−
1
2 (Ψ(T ) + f(T )A−)(IB +A+)−

1
2

for all T ∈Mn(C)). Clearly

Ψ′(In) = (IB +A+)−
1
2 (Ψ(In) +A−)(IB +A+)−

1
2 = (IB +A+)−

1
2 (IB +A+)(IB +A+)−

1
2 = IB
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so Ψ′ is a unital, completely positive map. Since q
(

(IB +A+)−
1
2

)
= IB/J and

q(Ψ(T ) + f(T )A−) = q(Ψ(T )) = ψ(T )

for all T ∈Mn(C), Ψ′ is the desired unital, completely positive lifting of ψ.
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10 Completely Positive Maps on Purely Infinite C∗-Algebras

In this chapter we will develop some theory on completely positive maps between unital, simple, purely
infinite C∗-algebra. In particular, we desire to prove the opposite of Theorem 6.12: any two injective ∗-
homomorphisms from a unital, separable, exact C∗-algebra into O2 are approximately unitarily equivalent.

Most of the results for this chapter were developed from the paper [KP]
To begin, we need a slightly technical result relating to the polar decomposition of non-invertible operators

in a C∗-algebra.

Lemma 10.1. Let A be a C∗-algebra, let P ∈ A be a projection, and let A ∈ A be such that AP = A and
‖A∗A− P‖ < 1. Then T := (PA∗AP )−

1
2 exists in PAP and V := AT is a partial isometry in A such that

V ∗V = P . Moreover
‖V −A‖ ≤ 1− (1− ‖A∗A− P‖) 1

2 ≤ ‖A∗A− P‖ .

Proof. Since AP = A, PA∗AP = A∗A. Therefore, since ‖A∗A− P‖ < 1, PA∗AP is an invertible positive
operator in PAP and thus T exists. Let V := AT . Then, as T ∈ PAP ,

V ∗V = TA∗AT = TPA∗APT = (PA∗AP )−
1
2PA∗AP (PA∗AP )−

1
2 = P

as claimed. Hence V is a partial isometry in A.
To obtain the norm estimates, we notice that 1−x ≤ (1−x)

1
2 for all x ∈ [0, 1). Hence, as ‖A∗A− P‖ < 1,

the inequality 1− (1− ‖A∗A− P‖) 1
2 ≤ ‖A∗A− P‖ is trivial. To obtain the other inequality, we notice that

‖AT −A‖2 = ‖AP (T − P )‖2

= ‖(T − P )(PA∗AP )(T − P )‖

=
∥∥∥(P − (PA∗AP )

1
2 )2
∥∥∥

=
∥∥∥P − (PA∗AP )

1
2

∥∥∥2

so ‖AT −A‖ =
∥∥∥P − (PA∗AP )

1
2

∥∥∥. However, ‖A∗A− P‖ = ‖PA∗AP − P‖ so

P − ‖A∗A− P‖ ≤ PA∗AP ≤ P + ‖A∗A− P‖

and thus

‖AT −A‖ ≤ sup{|1−
√
x| | x ∈ [1− ‖A∗A− P‖ , 1 + ‖A∗A− P‖]}

= max{1− (1− ‖A∗A− P‖) 1
2 , (1 + ‖A∗A− P‖) 1

2 − 1}.

A moment of consideration about the calculus of x 7→
√

1 + x show that the difference 1−
√

1− α is larger
than the difference of

√
1 + α−1 for all α ∈ [0, 1) and thus ‖AT −A‖ ≤ 1−(1−‖A∗A− P‖) 1

2 as desired.

The following lemma is fairly technical. The idea behind the proof is to consider Mn(A) (which is a
unital, simple, purely infinite C∗-algebra if A is a unital, simple, purely infinite C∗-algebra by Theorem 3.11),
excise a certain state (via Theorem 8.8), use equivalent projections to create the correct partial isometries,
and then cut back down to A.

Lemma 10.2. Let A be a unital, simple, purely infinite C∗-algebra, let ϕ : A → Mn(C) be a unital,
completely positive map, and let ψ :Mn(C)→ A be a ∗-homomorphism. Then for every ε > 0 and for every
finite subset F of A there exists a partial isometry V ∈ A such that V ∗V = ψ(In) and ‖V ∗AV − ψ(ϕ(A))‖ < ε
for all A ∈ F .
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Proof. Let ε > 0 be arbitrary and let F be an arbitrary finite subset of A. Without loss of generality, we
may suppose IA ∈ F and every element of F has norm at most one. Let δ = min

{
1
n3 ,

ε
4n3

}
> 0.

Let {e1, . . . , en} be the standard orthonormal basis on Cn and let {Ei,j}ni,j=1 be the canonical matrix
units. Since ϕ(IA) = In, it is a standard result that the formula

fϕ

 n∑
i,j=1

Ei,j ⊗Ai,j

 =
1

n

n∑
i,j=1

〈ϕ(Ai,j)ej , ei〉

gives rise to a well-defined state fϕ on Mn(C) ⊗min A such that ϕ(A) = n
∑n
i,j=1 fϕ(Ei,j ⊗ A)Ei,j for all

A ∈ A.
SinceMn(A) is a unital, simple, purely infinite (by Theorem 3.11) C∗-algebra, Theorem 8.8 implies that

there exists a projection P0 ∈Mn(A) such that

‖P0(Ei,j ⊗A)P0 − fϕ(Ei,j ⊗A)P0‖ < δ

for all A ∈ F and for all 1 ≤ i, j ≤ n. However, E1,1 ⊗ ψ(E1,1) is a non-zero projection (as ψ(E1,1) 6= 0 or
else ψ(Ej,j) would be equivalent in A to a zero projection for all j and thus ψ(In) = 0 6= IA) and Mn(A)
is a unital, simple, purely infinite C∗-algebra, there exists a non-zero projection P ≤ P0 in Mn(A) such
that P is equivalent to E1,1 ⊗ ψ(E1,1). Let V1 ∈ Mn(A) be the partial isometry such that V1V

∗
1 = P and

V ∗1 V1 = E1,1 ⊗ ψ(E1,1) and, for each j ∈ {2, . . . , n}, let Vj ∈Mn(A) be defined by

Vj = V1(E1,1 ⊗ ψ(E1,j)).

Therefore, since
V ∗i Vj = (E1,1 ⊗ ψ(Ei,1))V ∗1 V1(E1,1 ⊗ ψ(E1,j)) = (E1,1 ⊗ ψ(Ei,j))

for all 1 ≤ i, j ≤ n as ψ is a ∗-homomorphism, each Vj is a partial isometry in Mn(A). Moreover, we notice
that PVj = Vj for all j as PV1 = V1. Therefore, for all 1 ≤ i, j, k, l ≤ n and for all A ∈ F ,

‖V ∗i (Ek,l ⊗A)Vj − fϕ(Ek,l ⊗A)(E1,1 ⊗ ψ(Ei,j))‖ = ‖V ∗i (Ek,l ⊗A)Vj − fϕ(Ek,l ⊗A)V ∗i Vj‖
= ‖V ∗i P (Ek,l ⊗A)PVj − fϕ(Ek,l ⊗A)V ∗i PVj‖
≤ ‖P (Ek,l ⊗A)P − fϕ(Ek,l ⊗A)P‖
≤ ‖P0(Ek,l ⊗A)P0 − fϕ(Ek,l ⊗A)P0‖ < δ.

We desire to remove the fϕ(Ek,l⊗A)’s from the above expression. Let C :=
∑n
k=1(E1,k⊗I)Vk ∈Mn(A).

Then for all A ∈ F

C∗(E1,1 ⊗A)C =

n∑
i,j=1

V ∗i (Ei,1 ⊗ I)(E1,1 ⊗A)(E1,j ⊗ I)Vj =

n∑
i,j=1

V ∗i (Ei,j ⊗A)Vj .

Thus

‖nC∗(E1,1 ⊗A)C − E1,1 ⊗ ψ(ϕ(A))‖ =

∥∥∥∥∥∥nC∗(E1,1 ⊗A)C − E1,1 ⊗ ψ

n n∑
i,j=1

fϕ(Ei,j ⊗A)Ei,j

∥∥∥∥∥∥
=

∥∥∥∥∥∥nC∗(E1,1 ⊗A)C − n
n∑

i,j=1

fϕ(Ei,j ⊗A)(E1,1 ⊗ ψ(Ei,j))

∥∥∥∥∥∥
≤ n

n∑
i,j=1

‖V ∗i (Ei,j ⊗A)Vj − fϕ(Ei,j ⊗A)(E1,1 ⊗ ψ(Ei,j))‖ < n3δ

for all A ∈ F . Therefore, as IA ∈ F , we obtain that

‖nC∗(E1,1 ⊗ IA)C − E1,1 ⊗ ψ(In)‖ < n3δ
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as ϕ(IA) = In.
Next we will use C to construct our partial isometry with the aid of Lemma 10.1. Let

D :=
√
n(E1,1 ⊗ IA)C(E1,1 ⊗ ψ(In)) ∈ (E1,1 ⊗ IA)(Mn(A))(E1,1 ⊗ IA).

Therefore
D∗D = n(E1,1 ⊗ ψ(In))C∗(E1,1 ⊗ IA)C(E1,1 ⊗ ψ(In))

and
D(E1,1 ⊗ ψ(In)) = D.

Moreover, as (E1,1 ⊗ ψ(In)) is a projection in Mn(A), we obtain that

‖D∗D − (E1,1 ⊗ ψ(In))‖ ≤ ‖nC∗(E1,1 ⊗ I)C − E1,1 ⊗ ψ(In)‖ < n3δ ≤ 1.

Hence Lemma 10.1 implies (where the functional calculus is taken in (E1,1⊗ψ(In))(Mn(A))(E1,1⊗ψ(In)))

that D(D∗D)−
1
2 is a partial isometry in (E1,1 ⊗ IA)(Mn(A))(E1,1 ⊗ IA) such that(

D(D∗D)−
1
2

)∗ (
D(D∗D)−

1
2

)
= E1,1 ⊗ ψ(In)

and ∥∥∥D(D∗D)−
1
2 −D

∥∥∥ ≤ ‖D∗D − (E1,1 ⊗ ψ(In))‖ < n3δ.

Moreover, we notice for all A ∈ F that

‖D∗(E1,1 ⊗A)D − E1,1 ⊗ ψ(ϕ(A))‖ = ‖n(E1,1 ⊗ ψ(In))∗C∗(E1,1 ⊗A)C(E1,1 ⊗ ψ(In))− E1,1 ⊗ ψ(ϕ(A))‖
≤ ‖nC∗(E1,1 ⊗A)C − E1,1 ⊗ ψ(ϕ(A))‖ < n3δ.

Since D(D∗D)−
1
2 is in (E1,1 ⊗ IA)(Mn(A))(E1,1 ⊗ IA) ' A, there exists an element V ∈ A such that

D(D∗D)−
1
2 = E1,1 ⊗ V and since D(D∗D)−

1
2 is a partial isometry, we obtain that V is also a partial

isometry. Moreover ‖E1,1 ⊗ V −D‖ =
∥∥∥D(D∗D)−

1
2 −D

∥∥∥ ≤ n3δ < 1 so ‖D‖ ≤ 2.

We claim that V is the desired partial isometry. To see this, we notice that

E1,1 ⊗ V ∗V =
(
D(D∗D)−

1
2

)∗ (
D(D∗D)−

1
2

)
= E1,1 ⊗ ψ(In)

and thus V ∗V = ψ(In). Moreover, for all A ∈ F we assumed that ‖A‖ ≤ 1 so

‖V ∗AV − ψ(ϕ(A))‖ = ‖E1,1 ⊗ V ∗AV − E1,1 ⊗ ψ(ϕ(A))‖
= ‖(E1,1 ⊗ V )∗(E1,1 ⊗A)(E1,1 ⊗ V )− E1,1 ⊗ ψ(ϕ(A))‖
≤ n3δ + 2n3δ + ‖D∗(E1,1 ⊗A)D − E1,1 ⊗ ψ(ϕ(A))‖
< n3δ + 2n3δ + n3δ = 4n3δ < ε

as desired.

Next we need the following technical lemma which has a simple, yet difficult to conceive proof.

Lemma 10.3. Let A be a unital C∗-algebra and let ψ : Mn(C) → A be a unital, completely positive map.
Let {Ei,j}ni,j=1 be the canonical matrix units of Mn(C). There exists a partial isometry V ∈ Mn(C) ⊗min

Mn(C)⊗min A such that

V ∗V = E1,1 ⊗ E1,1 ⊗ IA and V ∗(T ⊗ In ⊗ IA)V = E1,1 ⊗ E1,1 ⊗ ψ(T )

for all T ∈Mn(C).
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Proof. Let X :=
∑n
i,j=1Ei,j ⊗ Ei,j ∈Mn(C)⊗minMn(C). Then X is a self-adjoint element such that

X2 =

n∑
i,j,k,`=1

(Ei,j ⊗ Ei,j)(Ek,` ⊗ Ek,`) =

n∑
i,j,`=1

Ei,` ⊗ Ei,` = nX

so that σ(X) ⊆ {0,
√
n} by the Continuous Functional Calculus. HenceX is a positive element ofMn(C)⊗min

Mn(C).
Thus, as ψ is a completely positive map,

Y := ψn(X) =

n∑
i,j=1

Ei,j ⊗ ψ(Ei,j) ∈Mn(C)⊗min A

is also a positive element. Write Y
1
2 =

∑n
i,j=1Ei,j ⊗ Ai,j where Ai,j ∈ A. Since Y

1
2 is positive and thus

self-adjoint, A∗i,j = Aj,i for all i, j and

n∑
i,j=1

Ei,j ⊗ ψ(Ei,j) = Y =

 n∑
i,`=1

Ei,` ⊗Ai,`

 n∑
k,j=1

Ek,j ⊗Ak,j

 =
n∑

i,j=1

Ei,j ⊗

(
n∑
k=1

Ai,kAk,j

)

so
∑n
k=1Ai,kAk,j = ψ(Ei,j) for all i, j.

Let V :=
∑n
i,j=1Ei,1 ⊗ Ej,1 ⊗Aj,i ∈Mn(C)⊗minMn(C)⊗min A. Then

V ∗(Ei,j ⊗ In ⊗ IA)V =

 n∑
p,k=1

E1,p ⊗ E1,k ⊗A∗k,p

 (Ei,j ⊗ In ⊗ I)

 n∑
q,`=1

Eq,1 ⊗ E`,1 ⊗A`,q


=

n∑
i,j,k,`=1

E1,1 ⊗ E1,kE`,1 ⊗A∗k,iA`,j

=

n∑
i,j,k=1

E1,1 ⊗ E1,1 ⊗Ai,kAk,j

= E1,1 ⊗ E1,1 ⊗ ψ(Ei,j)

for all i, j so V ∗(T ⊗ In ⊗ IA)V = E1,1 ⊗ E1,1 ⊗ ψ(T ) for all T ∈Mn(C) by linearity. Therefore

V ∗V = V ∗(In ⊗ In ⊗ IA)V = E1,1 ⊗ E1,1 ⊗ ψ(I) = E1,1 ⊗ E1,1 ⊗ IA

as claimed. Moreover, as V ∗V = E1,1 ⊗ E1,1 ⊗ IA is a projection, V ∗V must be a partial isometry as
desired.

Next we can show that nuclear maps between unital, simple, purely infinite C∗-algebras have a nice form.

Proposition 10.4. Let A be a unital, simple, purely infinite C∗-algebra and let Φ : A → A be a unital,
nuclear, completely positive map. For every ε > 0 and for every finite subset F of A there exists a non-
unitary isometry V ∈ A such that ‖V ∗AV − Φ(A)‖ < ε for all A ∈ F .

Proof. Since Φ is nuclear, Φ is the pointwise norm limit of maps ψ ◦ ϕ : A→ A where ϕ : A→Mn(C) and
ψ :Mn(C)→ A are unital, completely positive maps. Thus it suffices to consider Φ = ψ ◦ ϕ.

Let ε > 0 be arbitrary and let F be an arbitrary finite subset of A. We desire to ‘correct’ ψ to get a
∗-homomorphism so we can apply Lemma 10.2. Let {Ei,j}ni,j=1 be the canonical matrix units of Mn(C).
Let W0 ∈Mn(C)⊗minMn(C)⊗min A be the partial isometry from Lemma 10.3 such that

W ∗0W0 = E1,1 ⊗ E1,1 ⊗ IA and W ∗0 (T ⊗ In ⊗ IA)W0 = E1,1 ⊗ E1,1 ⊗ ψ(T )
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for all T ∈ Mn(C). Moreover, since Mn(C) ⊗min Mn(C) ⊗min A is a unital, simple (Proposition 3.4),
purely infinite (Theorem 3.11) C∗-algebra, Proposition 2.6 implies that there exists an non-zero isometry
W1 ∈Mn(C)⊗minMn(C)⊗min A such that 0 < W1W

∗
1 < E1,1 ⊗ E1,1 ⊗ IA.

Notice that A is isomorphic to

B := (E1,1 ⊗ E1,1 ⊗ IA)(Mn(C)⊗minMn(C)⊗min A)(E1,1 ⊗ E1,1 ⊗ IA).

Therefore, since 0 < W1W
∗
1 < E1,1 ⊗ E1,1 ⊗ IA, the map π0 defined by π0(T ) := W1(T ⊗ In ⊗ IA)W ∗1 maps

Mn(C) into B ' A. Moreover, since W1 is an isometry, π0 :Mn(C)→ A is a ∗-homomorphism.
Let W := W1W0. Then, as W ∗0W0 = E1,1 ⊗E1,1 ⊗ IA and W1W

∗
1 < E1,1 ⊗E1,1 ⊗ IA, W ∈ B so we can

view W as an element of A. Moreover

W ∗W = W ∗0W
∗
1W1W0 = W ∗0W0 = E1,1 ⊗ E1,1 ⊗ IA

so W (when viewed in A) is an isometry. Moreover, we notice for all T ∈Mn(C) that

W ∗π0(T )W = W ∗0W
∗
1W1(T ⊗ In ⊗ IA)W ∗1W1W0

= W ∗0 (T ⊗ In ⊗ IA)W0 = E1,1 ⊗ E1,1 ⊗ ψ(T )

in B so W ∗π0(T )W = ψ(T ) when viewed as elements of A.
Let P := W1W

∗
1 which is a projection that we can view as an element of A such that 0 < P < IA.

Since A is purely infinite and simple, Lemma 2.3 implies that IA − P is a properly infinite projection.
Hence there exists n partial isometries {Vj}nj=1 such that V ∗j Vj = IA − P and

∑n
j=1 VjV

∗
j ≤ IA − P .

Therefore Ei,j := ViVj∗ defines a system of matrix units inside (IA − P )A(IA − P ) and thus there exists an
injective ∗-homomorphism π1 : Mn(C) → (IA − P )A(IA − P ). Therefore, if we defined π : Mn(C) → A
by π(T ) := π0(T ) + π1(T ) for all T ∈ Mn(C) then, since π0 and π1 are ∗-homomorphisms with orthogonal
ranges (as (IA − P )W1 = 0 = W ∗1 (IA − P )), π is a ∗-homomorphism. Moreover, since

W ∗π1(T )W ∈W ∗0W ∗1 (IA − P )A(IA − P )W1W0 = {0},

we obtain that W ∗π(T )W = ψ(T ) when viewed as an element of A.
By Lemma 10.2 there exists a partial isometry V0 ∈ A such that V ∗0 V0 = π(In) and ‖V ∗0 AV0 − π(ϕ(A))‖ <

ε for all A ∈ F . Let V := V0W ∈ A. Then

V ∗V = W ∗V ∗0 V0W = W ∗π(In)W = ψ(In) = IA

as ψ is unital. Hence V is an isometry. Moreover, we notice that

‖V ∗AV − ψ(ϕ(A))‖ = ‖W ∗V ∗0 AV0W −W ∗π(ϕ(A))W‖ ≤ ‖V ∗0 AV0 − π(ϕ(A))‖ < ε

for all A ∈ F as desired. Finally, to see that V is not a unitary, we notice that

V ∗0 V0 = π(In) = π0(In) + π1(In) > π0(In) = W1W
∗
1

and
V V ∗ = V0W1W0W

∗
0W

∗
1 V
∗
0 ≤ V0W1W

∗
1 V
∗
0 .

If V V ∗ = IA, then

V ∗0 V0 = V ∗0 V V
∗V0 ≤ V ∗0 V0W1W

∗
1 V
∗
0 V0 = π(In)W1W

∗
1 π(In) = W1W

∗
1

which is clearly a contradiction.

With the above completed, we can begin to prove our next major technical result. This result enables us
to connect unital, completely positive maps from a unital, separable, exact C∗-algebra into unital, separable,
nuclear C∗-algebras on finite dimensional operator spaces. The idea is to construct the unital, completely
positive map Θ by going through two finite dimensional operator systems of matrix algebras.
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Lemma 10.5. Let A be a unital, separable, exact C∗-algebra, let S ⊆ A be a finite dimensional operator
system, and let ε > 0. For every 0 < δ < ε

2 there exists an integer n such that whenever B1 and B2

are separable, unital C∗-algebras with B2 nuclear and whenever Φ : S → B1 and Ψ : S → B2 are unital,
completely positive maps such that Φ is injective and Φ−1 : Φ(S) → S satisfies

∥∥Φ−1
∥∥
n
≤ 1 + δ, then there

is a unital, completely positive map Θ : B1 → B2 such that ‖Θ ◦ Φ−Ψ‖ < ε.

Proof. Fix 0 < δ < ε
2 and let

ρ :=
ε− 2δ

3(1 + δ)
> 0.

Since A is exact, we can view A as a unital C∗-subalgebra of some B(H) where H is separable and the
inclusion is nuclear. Let {A1, . . . , Am} be a basis for S with A1 = IA and choose µ > 0 small enough so that
if B1, . . . , Bm ∈ B(H) and ‖Aj −Bj‖ < µ for all j ∈ {1, . . . ,m} then the map T : S → span{B1, . . . , Bm}
defined by T (Aj) := Bj for all j ∈ {1, . . . ,m} satisfies

∥∥T−1
∥∥
cb
< 1 + ρ by Lemma 9.3.

Since the inclusion of A into B(H) is nuclear, there exists an n ∈ N and unital, completely positive maps
S1 : S →Mn(C) and S̃2 :Mn(C)→ B(H) such that the elements Bj := S̃2(S1(Aj)) satisfy ‖Aj −Bj‖ < µ
for all j ∈ {1, . . . ,m}. Let T be the map listed in the above paragraph for this choice of {B1, . . . , Bm} and
let S0 := S1(S) (which is an operator space in Mn(C)). Define S2 : S0 → S by S2 := T−1 ◦ S̃2. Hence S2 is
unital, S2 ◦ S1 = IdS , and ‖S2‖cb < 1 + ρ. Moreover, notice for all j ∈ {1, . . . ,m} that if Cj := S1(Aj) then
S0 = span{C1, . . . , Cm} and

S2(C∗j ) = S2(S1(A∗j )) = A∗j = (S2(S1(Aj)))
∗ = S2(Cj)

∗

so S2(X∗) = S2(X)∗ for all X ∈ S0. Thus S2 is a self-adjoint map on S0. Since B1 = S̃2(S1(IA)) = IA, S2

is also unital.
Let Φ : S → B1 and Ψ : S → B2 be unital, completely positive maps such that Φ is injective and

Φ−1 : Φ(S)→ S satisfies
∥∥(Φ−1)n

∥∥ ≤ 1 + δ.
Since B2 is nuclear, there exists an r ∈ N and unital, completely positive maps W1 : S → Mr(C) and

W2 : Mr(C) → B2 such that ‖W2 ◦W1 −Ψ‖ < ρ. Since W1 ◦ S2 : S0 → Mr(C) is unital, self-adjoint
map with ‖W1 ◦ S2‖cb < 1 + ρ, Theorem 9.4 implies that there exists a unital, completely positive map
Q :Mn(C)→Mr(C) such that ‖Q|S0 −W1 ◦ S2‖ < 2ρ.

Consider S1 ◦ Φ−1 : Φ(S)→ S0 ⊆Mn(C). Since Φ is an injective, unital, completely positive map, Φ−1

is a unital, self-adjoint map. Therefore S1 ◦ Φ−1 is a unital, self-adjoint map such that∥∥S1 ◦ Φ−1
∥∥
n
≤ ‖S1‖cb

∥∥Φ−1
∥∥
n
≤ 1 + δ.

Hence, as the completely bounded norm of a linear map into Mn(C) is determined by the n-norm, this
implies that

∥∥S1 ◦ Φ−1
∥∥
cb
≤ 1 + δ and thus Theorem 9.4 implies that there exists a unital, completely

positive map R : B1 →Mn(C) such that
∥∥R|Φ(S) − S1 ◦ Φ−1

∥∥ ≤ 2δ.
Let Θ := W2 ◦Q ◦R : B1 → B2. Then Θ is a unital, completely positive map such that∥∥Ψ ◦ Φ−1 −Θ|Φ(S)

∥∥
≤
∥∥Ψ ◦ Φ−1 −W2 ◦W1 ◦ Φ−1

∥∥+
∥∥W2 ◦W1 ◦ S2 ◦ S1 ◦ Φ−1 −W2 ◦Q ◦R|Φ(S)

∥∥
≤ ‖Ψ−W2 ◦W1‖

∥∥Φ−1
∥∥+ ‖W2‖

∥∥W1 ◦ S2 ◦ S1 ◦ Φ−1 −Q ◦R|Φ(S)

∥∥
≤ ρ(1 + δ) +

∥∥W1 ◦ S2 ◦ S1 ◦ Φ−1 −Q ◦ S1 ◦ Φ−1
∥∥+

∥∥Q ◦ S1 ◦ Φ−1 −Q ◦R|Φ(S)

∥∥
≤ ρ(1 + δ) + ‖W1 ◦ S2 −Q|S0‖

∥∥S1 ◦ Φ−1
∥∥+ ‖Q‖

∥∥S1 ◦ Φ−1 −R|Φ(S)

∥∥
≤ ρ(1 + δ) + 2ρ(1 + δ) + 2δ < ε

as desired.

The following is a simple application of the above result.
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Corollary 10.6. Let A be a unital, separable, exact C∗-algebra. Let B1 and B2 be unital, separable C∗-
algebras with B2 nuclear and let ϕj : A → Bj be unital ∗-homomorphisms such that ϕ1 is injective. Then
there exists a sequence of unital, completely positive maps ψn : B1 → B2 such that ψn(ϕ1(A))→ ϕ2(A) for
all A ∈ A.

Proof. As A is separable, there exists an increasing sequence of finite dimensional operator systems in A with
dense union in A. As ϕ1 is a unital, injective ∗-homomorphism, the inverse of ϕ1 has completely bounded
norm 1. Hence the result follows by applying Lemma 10.5.

As the ψn’s are almost ‘conjugation by isometries’ when B1 = B2 is a unital, separable simple, purely
infinite, nuclear C∗-algebra by Proposition 10.4, if we can change these isometries into unitaries, the proof
of Theorem 10.10 will be complete. This leads us to our last two technical lemmas. The later requires the
first which will be used to approximate the ‘off-diagonal’ components of a unitary.

Lemma 10.7. Let A be a unital C∗-algebra, let U ∈ A be a unitary, and let V ∈ A be an isometry with
range projection P := V V ∗. Then

‖U − (PUP + (IA − P )U(IA − P ))‖ ≤ inf{(2 ‖V ∗UV − U0‖)
1
2 | U0 ∈ U(A)}.

Proof. Notice

‖U − (PUP + (IA − P )U(IA − P ))‖ = ‖PU(IA − P ) + (IA − P )UP‖

= ‖PU∗(IA − P )UP + (IA − P )U∗PU(IA − P )‖
1
2

= max{‖PU∗(IA − P )UP‖
1
2 , ‖(IA − P )U∗PU(IA − P )‖

1
2 }.

However, if U0 ∈ A is a unitary, then

‖PU∗(IA − P )UP‖ = ‖PU∗UP − PU∗PUP‖
= ‖P − (PUP )∗PUP‖
= ‖V U∗0V ∗V U0V

∗ − (PUP )∗PUP‖
≤ 2 ‖V U0V

∗ − PUP‖
= 2 ‖V U0V

∗ − V V ∗UV V ∗‖
≤ 2 ‖U0 − V ∗UV ‖

and since
‖(IA − P )U∗PU(IA − P )‖

1
2 = ‖PU(IA − P )‖ = ‖PU(IA − P )U∗P‖

1
2

we may repeat the above computations with U and U0 replaced with U∗ and U∗0 to obtain that

‖(IA − P )U∗PU(IA − P )‖ ≤ 2 ‖U0 − V ∗UV ‖

which completes the proof.

Lemma 10.8. Let A be a unital C∗-algebra, let S and T be two isometries in A, and let D be a C∗-subalgebra
of A such that IA ∈ D, D ' O2, and every element of D commutes with S and T . Then there exists a unitary
W ∈ A such that whenever U, V ∈ U(A) commute with every element of D, then

‖W ∗VW − U‖ ≤ 15 (max{‖S∗US − V ‖ , ‖T ∗UT − V ‖})
1
2 .

Proof. Let B be the relative commutant of D in A. Since O2 is nuclear by Theorem 1.19, by the properties of
the maximal tensor norm there exists a unital ∗-homomorphism π : O2⊗minB→ A such that π(IO2

⊗B) = B
for all B ∈ B and π|O2⊗IA is an isomorphism of O2 and D. Hence we can view S, T ∈ B and it suffices to
prove that there exists a W ∈ O2 ⊗min B such that

‖W ∗(IO2
⊗ V )W − (IO2

⊗ U)‖ ≤ 15 (max{‖S∗US − V ‖ , ‖T ∗UT − V ‖})
1
2
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for all U, V ∈ B.
The remainder of the proof is fairly technical. The idea is to create a bunch of orthogonal projections

and partial isometries to explicitly write down a unitary W that intertwines the sum of compressions of U
to a sum of compressions of V .

To begin, let
e1 := SS∗ and f1 := TT ∗.

Let
e2 := Sf1S

∗ ≤ e1, f2 := Te1T
∗ ≤ f1, and f3 := Te2T

∗ ≤ f2.

Consider the two sets of mutually orthogonal projections summing to IB

P1 := IB − e1, P2 := e1 − e2, and P3 := e2

and
Q1 := IB − f1, Q2 := f1 − f2, Q3 := f2 − f3, and Q4 := f3.

Consider the operators

C1 := P2SQ1, C2 := P1T
∗Q2, C3 := P2T

∗Q3, and C4 := P3T
∗Q4.

Then C1, C2, C3, and C4 are partial isometries with

C∗1C1 = Q1S
∗P2SQ1 = Q1S

∗(SS∗ − Sf1S
∗)SQ1 = Q1(IB − f1)Q1 = Q1

C1C
∗
1 = P2SQ1S

∗P2 = P2S(IB − f1)S∗P2 = P2(e1 − e2)P2 = P2

C∗2C2 = Q2TP1T
∗Q2 = Q2T (IB − e1)T ∗Q2 = Q2(f2 − f3)Q2 = Q2

C∗3C3 = Q3TP2T
∗Q3 = Q3T (e1 − e2)T ∗Q3 = Q3(f3 − f4)Q3 = Q3

C∗4C4 = Q4TP3T
∗Q4 = Q4Te2T

∗Q4 = Q4f3Q4 = Q4

C2C
∗
2 = P1T

∗Q2TP1 = P1T
∗(f1 − f2)TP1 = P1T

∗(TT ∗ − Te1T
∗)TP1 = P1(IB − e1)P1 = P1

C3C
∗
3 = P2T

∗Q3TP2 = P2T
∗(f2 − f3)TP2 = P2T

∗(Te1T
∗ − Te2T

∗)TP2 = P2(e1 − e2)P2 = P2

C4C
∗
4 = P3T

∗Q4TP3 = P3T
∗(f3)TP3 = P3T

∗(Te2T
∗)TP3 = P3(e2)P3 = P3.

Hence CjC
∗
k = 0 for all j 6= k, C∗1Ck = 0 for all k ∈ {2, 4}, and C∗3Ck = 0 for all k ∈ {2, 4}.

Let S1 and S2 be the standard generators of O2. Let

W := S1 ⊗ C1 + IO2
⊗ C2 + S2 ⊗ C3 + IO2

⊗ C4 ∈ O2 ⊗min B.

Then, since C∗1Ck = 0 for all k ∈ {2, 4} and C∗3Ck = 0 for all k ∈ {2, 4},

W ∗W = (S∗1S1 ⊗Q1 + IO2
⊗Q2 + S∗2S2 ⊗Q3 + IO2

⊗Q4) + (S∗1S2 ⊗ C∗1C3 + S∗2S1 ⊗ C∗3C1) = IO2
⊗ IB

and, since CjC
∗
k = 0 for all j 6= k,

WW ∗ = S1S
∗
1 ⊗ P2 + IO2 ⊗ P1 + S2S

∗
2 ⊗ P2 + IO2 ⊗ P3 = IO2 ⊗ IB.

Hence W is a unitary operator in O2 ⊗min B. Moreover

W (IO2
⊗Q1)W ∗ = S1S

∗
1 ⊗ C1Q1C

∗
1 = S1S

∗
1 ⊗ (C1C

∗
1 )2 = S1S

∗
1 ⊗ P2,

W (IO2
⊗Q2)W ∗ = IO2

⊗ C2Q2C
∗
2 = IO2

⊗ (C2C
∗
2 )2 = IO2

⊗ P1,

W (IO2
⊗Q3)W ∗ = S2S

∗
2 ⊗ C3Q3C

∗
3 = S2S

∗
2 ⊗ (C3C

∗
3 )2 = S2S

∗
2 ⊗ P2, and

W (IO2
⊗Q4)W ∗ = IO2

⊗ C4Q4C
∗
4 = IO2

⊗ (C4C
∗
4 )2 = IO2

⊗ P3.

Now fix unitaries U, V ∈ B and let δ := max{‖S∗US − V ‖ , ‖T ∗V T − U‖} ≤ 2 (note that δ may be zero
if S and T are unitaries). Notice that

P2S = P2(e1 − e2)S = P2(SS∗ − Sf1S
∗)S = P2(S − Sf1) = P2S(IB − f1) = P2SQ1 = C1Q1
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and P2 ≤ e1 = SS∗. Hence

‖C1(Q1V Q1)C∗1 − P2UP2‖ = ‖P2SV S
∗P2 − P2SS

∗USS∗P2‖ ≤ ‖V − S∗US‖ ≤ δ.

Notice that

C2Q2 = P1T
∗Q2 = P1T

∗(f1 − f2) = P1T
∗(TT ∗ − Te1T

∗) = P1(T ∗ − e1T
∗) = P1(IB − e1)T ∗ = P1T

∗

so
‖C2(Q2V Q2)C∗2 − P1UP1‖ = ‖P1T

∗V TP1 − P1UP1‖ ≤ ‖T ∗V T − U‖ ≤ δ.

Similarly

C3Q3 = P2T
∗Q3 = P2T

∗(f2 − f3) = P2T
∗(Te1T

∗ − Te2T
∗) = P2(e1T

∗ − e1T
∗) = P2(e1 − e2)T ∗ = P2T

∗

so
‖C3(Q3V Q3)C∗3 − P2UP2‖ = ‖P2T

∗V TP2 − P2UP2‖ ≤ ‖T ∗V T − U‖ ≤ δ.

Finally
C4Q4 = P3T

∗Q4 = P3T
∗f3 = P3T

∗Te2T
∗ = P3e2T

∗ = P3T
∗

so
‖C4(Q4V Q4)C∗4 − P3UP3‖ = ‖P3T

∗V TP3 − P3UP3‖ ≤ ‖T ∗V T − U‖ ≤ δ.

Notice (by the same arguments used to compute W (IO2 ⊗Qj)W ∗ for all j) that

W (IO2
⊗ (Q1V Q1 +Q2V Q2 +Q3V Q3 +Q4V Q4))W ∗

= S1S
∗
1 ⊗ C1(Q1V Q1)C∗1 + IO2

⊗ C2(Q2V Q2)C∗2 + S2S
∗
2 ⊗ C3(Q3V Q3)C∗3 + IO2

⊗ C4(Q4V Q4)C∗4

and thus if

V0 := Q1V Q1 +Q2V Q2 +Q3V Q3 +Q4V Q4 and U0 := P1UP1 + P2UP2 + P3UP3

then

‖W (IO2
⊗ V )W ∗ − IO2

⊗ U‖
≤ ‖U − U0‖+ ‖V − V0‖+ ‖W (IO2

⊗ V0)W ∗ − IO2
⊗ U0‖

≤ ‖U − U0‖+ ‖V − V0‖+ ‖IO2
⊗ (C2(Q2V Q2)C∗2 − P1UP1)‖+ ‖IO2

⊗ (C4(Q4V Q4)C∗4 − P3UP3)‖
+ ‖S1S

∗
1 ⊗ C1(Q1V Q1)C∗1 + S2S

∗
2 ⊗ C3(Q3V Q3)C∗3 − (S∗1S1 + S2S

∗
2 )⊗ P2UP2‖

≤ ‖U − U0‖+ ‖V − V0‖+ 4δ

Thus it suffices to approximate the norms of ‖U − U0‖ and ‖V − V0‖.
Recall that e1 = SS∗ so

‖U − (e1Ue1 + P1UP1)‖ ≤
√

2 ‖S∗US − V ‖ ≤
√

2δ

by Lemma 10.7. Since ST is also an isometry, STT ∗S∗ = e2, and

‖(ST )∗U(ST )− U‖ ≤ ‖T ∗S∗UST − T ∗V T‖+ ‖T ∗V T − U‖ ≤ 2δ,

Lemma 10.7 applied with the isometry ST gives

‖U − (e2Ue2 + (IB − e2)U(IB − e2))‖ ≤
√

2 ‖(ST )∗U(ST )− U‖ ≤
√

4δ.

By compression the above expression by e1 ≥ e2, we obtain that

‖e1Ue1 − (P2UP2 + P1UP1)‖ ≤
√

4δ
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so
‖U − U0‖ ≤ ‖U − (e1Ue1 + P1UP1)‖+ ‖e1Ue1 − (P2UP2 + P1UP1)‖ ≤ (

√
2 + 2)

√
δ.

Similarly recall that f1 = TT ∗ so

‖V − (f1V f1 +Q1V Q1)‖ ≤
√

2 ‖T ∗V T − U‖ ≤
√

2δ

by Lemma 10.7. Since TS is also an isometry, TSS∗T ∗ = f2, and

‖(TS)∗V (TS)− V ‖ ≤ ‖S∗T ∗V TS − S∗US‖+ ‖S∗US − V ‖ ≤ 2δ,

Lemma 10.7 applied with the isometry TS gives

‖V − (f2V f2 + (IB − f2)V (IB − f2))‖ ≤
√

2 ‖(TS)∗V (TS)− V ‖ ≤
√

4δ.

By compression the above expression by f1 ≥ f2, we obtain that

‖f1V f1 − (f2V f2 +Q2V Q2)‖ ≤
√

4δ.

Since TST is also an isometry, TSTT ∗S∗T ∗ = f3, and

‖(TST )∗V (TST )− U‖ ≤ ‖T ∗S∗T ∗V TST − T ∗S∗UST‖+ ‖T ∗S∗UST − T ∗V T‖+ ‖T ∗V T − U‖ ≤ 3δ,

Lemma 10.7 applied with the isometry TST gives

‖V − (f3V f3 + (IB − f3)V (IB − f3))‖ ≤
√

6δ.

By compression the above expression by f2 ≥ f3, we obtain that

‖f2V f2 − (Q4V Q4 +Q3V Q3)‖ ≤
√

6δ.

Hence

‖V − V0‖ = ‖V − (f1V f1 +Q1V Q1)‖+ ‖f1V f1 − (f2V f2 +Q2V Q2)‖+ ‖f2V f2 − (Q4V Q4 +Q3V Q3)‖
≤ (
√

2 + 2 +
√

6)
√
δ

Thus, as δ ≤ 2 so δ ≤
√

2δ,

‖W (I ⊗ V )W ∗ − U‖ ≤ 4
√

2
√
δ + (

√
2 + 2 +

√
6)
√
δ + (

√
2 + 2)

√
δ ≤ 15

√
δ

as desired.

Combining Proposition 10.4, Corollary 10.6, and Lemma 10.8, we obtain the following lemma that will
easily enable us to prove our main result.

Lemma 10.9. Let A be a unital, separable, exact C∗-algebra and let B be a unital, separable, nuclear,
simple, purely infinite C∗-algebra. Let ϕ,ψ : A → B be two injective, unital ∗-homomorphisms. Then the
unital ∗-homomorphism Φ,Ψ : A→ O2 ⊗min B defined by Φ(A) := IO2 ⊗ ϕ(A) and Ψ(A) := IO2 ⊗ ψ(A) for
all A ∈ A are approximately unitarily equivalent.

Proof. Let n ∈ N be arbitrary, let U1, . . . , Un ∈ A be unitaries, and let ε > 0. Since A is a unital, separable
C∗-algebra and thus the span of the set of unitaries is dense in A, it suffices to show that there exists a
unitary W ∈ O2 ⊗min B such that

‖W (IO2
⊗ ϕ(Uj))W

∗ − IO2
⊗ ψ(Uj)‖ < ε
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for all j ∈ {1, . . . , n}. By Corollary 10.6 there exists completely positive maps S, T : B→ B such that

‖S(ϕ(Uj))− ψ(Uj)‖ <
1

2

( ε

15

)2

and ‖T (ψ(Uj))− ψ(Uj)‖ <
1

2

( ε

15

)2

for all j ∈ {1, . . . , n}. Since B is a unital, simple, purely infinite, nuclear C∗-algebra, Proposition 10.4 implies
that there exists isometries S0, T0 ∈ B such that

‖S∗0 (ϕ(Uj))S0 − S(ϕ(Uj))‖ <
1

2

( ε

15

)2

and ‖T ∗0 (ψ(Uj))T0 − T (ψ(Uj))‖ <
1

2

( ε

15

)2

for all j ∈ {1, . . . , n}. Hence

‖S∗0 (ϕ(Uj))S0 − ψ(Uj)‖ <
( ε

15

)2

and ‖T ∗0 (ψ(Uj))T0 − ϕ(Uj)‖ <
( ε

15

)2

for all j ∈ {1, . . . , n}. Thus Lemma 10.8 gives the desired unitary W .

Theorem 10.10. Let A be a unital, separable, exact C∗-algebra. Any two injective, unital ∗-homomorphisms
from A to O2 are approximately unitarily equivalent.

Proof. Let π, σ : A → O2 be two injective, unital ∗-homomorphisms. Let ψ : O2 ⊗min O2 → O2 be an
isomorphism from Theorem 7.5. Let φ : O2 → O2 ⊗min O2 be the injective, unital ∗-homomorphism defined
by φ(A) = IO2 ⊗ A for all A ∈ O2. Since ψ ◦ φ : O2 → O2 is a unital, injective ∗-homomorphism and O2

is a unital, simple, purely infinite C∗-algebra, Theorem 6.12 implies that ψ ◦ φ is approximately unitarily
equivalent to IdO2

.
Let Φ,Ψ : A → O2 ⊗min O2 be defined by Φ(A) := IO2

⊗ π(A) = φ(π(A)) and Ψ(A) := IO2
⊗ σ(A) =

φ(σ(A)) for all A ∈ A. Since π and σ are unital, injective ∗-homomorphisms, A is a unital, separable, exact
C∗-algebra, and O2 is a unital, separable, nuclear, simple, purely infinite C∗-algebra, Lemma 10.9 implies
that Φ and Ψ are approximately unitarily equivalent. Hence φ ◦ π and φ ◦ σ are approximately unitarily
equivalent.

Hence π = IdO2
◦π is approximately unitarily equivalent to (ψ◦φ)◦π = ψ◦(φ◦π) which is approximately

unitarily equivalent to ψ◦(φ◦σ) = (ψ◦φ)◦σ which is approximately unitarily equivalent to σ as desired.
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11 Embedding into O2

In this chapter we will finally prove our main result(Theorem 11.11) that every unital, separable, exact
C∗-algebra has a unital embedding into O2. The idea of the proof is to first prove that if A is a unital,
separable, exact C∗-algebra that embeds into the ultraproduct of the Cuntz algebra then A embeds into
O2. This easily enables us to show that separable, exact, quasidiagonal C∗-algebras embed into the Cuntz
algebra. The remainder of the proof is to upgrade this result to separable, exact C∗-algebras by showing
that every separable, exact C∗-algebra embeds into the reduced cross product of a separable, quasidiagonal,
exact C∗-algebra by Z and by showing such algebras embed into O2.

Most of the results for this chapter were developed from the paper [KP].
We begin with some simple notation for the chapter.

Notation 11.1. Let A be a C∗-algebra. We define

`∞(A) := {(An)n≥1 | An ∈ A, sup
n≥1
‖An‖ <∞}

and
c0(A) := {(An)n≥1 | An ∈ A, lim

n→∞
‖An‖ = 0}.

Let A∞ := `∞(A)/c0(A) and let q∞ : `∞(A)→ A∞ be the canonical quotient map.

Our first major step in the proof is the following lemma.

Lemma 11.2. Let A be a unital, separable, exact C∗-algebra such that there exists an injective, unital ∗-
homomorphism ϕ : A→ (O2)∞ with a lifting to a unital, completely positive map from A to `∞(O2). Then
there is an injective, unital ∗-homomorphism from A to O2.

Proof. Since A is unital and separable, there exists a sequence (Un)n≥1 ∈ U(A) with dense span in A. For
each n ≥ 1 let

Sn := span{IA, U1, U
∗
1 , U2, U

∗
2 , . . . , Un, U

∗
n}

which is a finite dimensional operator system in A. Clearly CIA ⊆ S1 ⊆ S2 ⊆ · · · and the union of the Sn’s
is dense in A.

We claim that there exists a unital, injective ∗-homomorphism ψ : A→ (O2)∞ with a unital completely
positive lifting V : A→ `∞(O2) defined by

V (A) = (V1(A), V2(A), . . .)

where Vj : A → O2 are unital, completely positive maps such that for each fixed n ∈ N there exists an
Nn ∈ N such that if m ≥ Nn then the restriction Vm|Sn is injective and limm→∞

∥∥(Vm|Sn)−1
∥∥
k

= 1 for all
k ∈ N. Once ψ is constructed, we will be able to apply Lemma 10.5 to intertwine the Vm’s on the unitaries Uj
where 1 ≤ j ≤ m by unital, completely positive maps between O2. We will then be able to apply Proposition
10.4 and Lemma 10.8 to construct unitaries that intertwine the IO2

⊗ Vm(Uj)’s. Then it will be a simple
matter to construct an injective ∗-homomorphism into O2 ⊗min O2 ' O2.

By the assumptions on ϕ there exists a unital, completely positive lifting Q : A→ `∞(O2) of ϕ. Therefore
there exists unital, completely positive maps Qj : A→ O2 such that

Q(A) = (Q1(A), Q2(A), . . .)

for all A ∈ A.
First we remark that even though ϕ is injective, it need not be the case that

lim
m→∞

‖(Qm)k(A)‖ = ‖A‖

for all A ∈ Mk(A) as the limit on the left need not exists. However, by grouping the Qm’s into blocks, we
will be close.
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For each N ∈ N define the map ϕ(N) : A→ (O2)∞ by

ϕ(N)(A) := q∞(QN+1(A), QN+2(A), . . .)

for all A ∈ A. Since Q is a lifting of ϕ and ϕ is a unital, injective ∗-homomorphism, it is trivial to verify that
ϕ(N) is a unital, injective ∗-homomorphism. Moreover, it is trivial to see for every N, k ∈ N and A ∈Mk(A)
that

lim
m→∞

‖((QN+1)k(A), (QN+2)k(A), . . . , (QN+m)k(A))‖ ≥
∥∥∥ϕ(N)

k (A)
∥∥∥ = ‖A‖ .

Since each Sn is finite dimensional, we can construct recursively a sequence

0 = N1 < N2 < · · · < Nm < Nm+1 < · · ·

of natural numbers such that∥∥((QNm+1)k(A), (QNm+2)k(A), . . . , (QNm+1
)k(A))

∥∥ ≥ (1− 2−m) ‖A‖

for all k ≤ m and A ∈ Mk(Sm) (that is, choose a suitable approximation on a basis for each space and
extend it to the entire space by using the fact that norms are equivalent).

By Theorem 1.23, for each m ∈ N there exists a unital, injective ∗-homomorphism σm : O⊕Nm+1−Nm
2 →

MNm+1−Nm(O2) ' O2 by embedding along the diagonal. Define Vm : A→ O2 by

Vm(A) := σm(QNm+1(A), QNm+2(A), . . . , QNm+1(A)))

for all A ∈ A. Clearly Vm is a unital, completely positive map as σm is a ∗-homomorphism and each Qj is a
unital, completely positive map. Finally we define V : A→ `∞(O2) by

V (A) := (V1(A), V2(A), . . .)

for each A ∈ A. Clearly V is a unital, completely positive map. Moreover, for each k, n ∈ N we notice that
for sufficiently large m that Vm|Sn is injective and

lim
m→∞

∥∥(Vm|Sn)−1
∥∥
k

= 1

by the choice of the Nm’s. By letting k = 1, we see that the contractive linear map ψ := q∞ ◦V : A→ (O2)∞
has the property that ‖ψ(A)‖ ≥ ‖A‖ for all A ∈

⋃
n≥1 Sn. Hence, as

⋃
n≥1 Sn is dense in A, ψ is an isometric

linear map and thus is injective. Moreover, since

lim
j→∞

(Qj(AB)−Qj(A)Qj(B)) = 0

for all A,B ∈ A as Q is a lifting of the ∗-homomorphism ϕ,

lim
m→∞

(Vm(AB)− Vm(A)Vm(B)) = 0

for all A,B ∈ A. Hence ψ = q∞ ◦ V is a unital ∗-homomorphism and its lifting V satisfies the desired
conditions.

Select a decreasing sequence of strictly positive scalars (δm)m≥1 such that δ0 < 1, 2δm + 15
√

5δm < 2−m.
Since A is unital, separable, and exact and O2 is unital, separable, and nuclear, by Lemma 10.5 there exists
an increasing sequence of positive natural numbers (k(m))m≥1 such that whenever Φ,Ψ : Sm → O2 are
unital, completely positive maps such that Φ is injective and∥∥Φ−1

∥∥
k(m)

≤ 1 + δm
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then there exists a unital, completely positive map Θ : O2 → O2 such that ‖Θ ◦ Φ−Ψ‖ < 2δm. The
conditions on V clearly imply that we may pass to a subsequence in the variable m in such a way that Vm|Sn
is injective for all n ≤ m, and we have the norm estimates∥∥(Vm|Sn)−1

∥∥
k(m)

≤ 1 + δm,

‖Vm(Un)∗Vm(Un)− IO2‖ < δm, and
‖Vm(Un)Vm(Un)∗ − IO2‖ < δm

for all m and for all n ≤ m.
By the above estimates, Lemma 10.5 implies that there exists unital, completely positive maps Ψm,Φm :

O2 → O2 such that

‖Φm ◦ Vm|Sm − Vm+1|Sm‖ ≤ 2δm and ‖Φm ◦ Vm+1|Sm − Vm|Sm‖ ≤ 2δm+1 ≤ 2δm

as Vm|Sm and Vm+1|Sm are injective. Moreover, since δm < 1 for all m, the above norm estimates imply that

for all 1 ≤ j ≤ m the operator X
(j)
m := Vm(Uj)|Vm(Uj)|−1 exists and is a unitary operator in O2. Moreover,

Lemma 9.2 implies that ∥∥∥X(j)
m − Vm(Uj)

∥∥∥ ≤ ‖Vm(Un)∗Vm(Un)− IO2
‖ < δm

for all 1 ≤ j ≤ m. Hence∥∥∥Φm(X(j)
m )−X(j)

m+1

∥∥∥ ≤ 2δm + ‖Φm(Vm(Uj))− Vm+1(Uj)‖ < 4δm

and ∥∥∥Ψm(X
(j)
m+1)−X(j)

m

∥∥∥ ≤ 2δm + ‖Ψm(Vm+1(Uj))− Vm(Uj)‖ < 4δm

for all 1 ≤ j ≤ m by the above norm estimates. However, since O2 is a unital, simple, nuclear, purely infinite
C∗-algebra and Φm,Ψm : O2 → O2 are unital, completely positive maps, Proposition 10.4 implies that there
exists isometries Sm, Tm ∈ O2 such that∥∥∥T ∗mX(j)

m Tm − Φm(X(j)
m )
∥∥∥ < δm and

∥∥∥S∗mX(j)
m+1Sm −Ψm(X

(j)
m+1)

∥∥∥ < δm

for all 1 ≤ j ≤ m. Hence we obtain that∥∥∥T ∗mX(j)
m Tm −X(j)

m+1

∥∥∥ < 5δm and
∥∥∥S∗mX(j)

m+1Sm −X(j)
m

∥∥∥ < 5δm

for all 1 ≤ j ≤ m. Since each X
(j)
m is a unitary for all 1 ≤ j ≤ m, by applying Lemma 10.8 with the

C∗-algebra O2 ⊗min O2, D := O2 ⊗ (CIO2) ⊆ O2 ⊗min O2, and the isometries IO2 ⊗ Tm and IO2 ⊗ Sm, there
exists unitaries Zm ∈ O2 ⊗O2 such that∥∥∥Zm(IO2 ⊗X

(j)
m )Z∗m − IO2

⊗X(j)
m+1

∥∥∥ ≤ 15
(

max
{∥∥∥T ∗mX(j)

m Tm −X(j)
m+1

∥∥∥ ,∥∥∥S∗mX(j)
m+1Sm −X

(j)
m

∥∥∥}) 1
2

≤ 15
√

5δm.

Therefore, since
∥∥∥X(j)

m − Vm(Uj)
∥∥∥ < δm for all 1 ≤ j ≤ m,

‖Zm(IO2 ⊗ Vm(Uj))Z
∗
m − IO2 ⊗ Vm+1(Uj)‖ ≤ 2δm + 15

√
5δm < 2−m

for all 1 ≤ j ≤ m.
For each n ∈ N define Yn := Z∗1Z

∗
2 · · ·Z∗n which is a unitary element of O2 ⊗min O2. Moreover, by the

above computation, (Yn(IO2
⊗ Vn(Uj))Y

∗
n )n≥1 is a Cauchy sequence for all j ∈ N. By linearity and as each
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map is contractive, (Yn(IO2 ⊗ Vn(A))Y ∗n )n≥1 is a Cauchy sequence for all A ∈
⋃
n≥1 Sn. Therefore the map

ψ0 :
⋃
n≥1 Sn → O2 ⊗O2 defined by

ψ0(A) = lim
n→∞

Yn(IO2
⊗ Vn(A))Y ∗n

extends to a unital (as each Vn is unital), completely positive map ψ : A→ O2 ⊗min O2. Since

lim
m→∞

(Vm(AB)− Vm(A)Vm(B)) = 0

for all A,B ∈ A, it is trivial to see that ψ is a ∗-homomorphism on
⋃
n≥1 Sn and thus is a ∗-homomorphism

by continuity. Finally, for all A ∈
⋃
n≥1 Sn we notice

‖ψ(A)‖ = lim
n→∞

‖Vn(A)‖ = ‖A‖

(where the last equality follows since ‖Vn(A)‖ ≤ ‖A‖ for all A ∈
⋃
n≥1 Sn and limm→∞

∥∥(Vm|Sn)−1
∥∥ = 1 for

all n ∈ N). Hence ψ is isometric on a dense subset of A so ψ is isometric and thus injective.
Since O2 ⊗min O2 ' O2 by Theorem 7.5, the proof is complete.

As mentioned in the introduction, the above lemma is directly suited to prove that every unital, sep-
arable, quasidiagonal, exact C∗-algebra has a unital embedding into O2. The following is a definition of
a quasidiagonal C∗-algebra (although it is not the definition from the paper and probably not the original
definition).

Definition 11.3. A unital, separable C∗-algebra A is said to be quasidiagonal if there exists a sequence of
unital completely positive maps ϕn : A → Mkn(C) such that limn→∞ ‖ϕn(A)‖ = ‖A‖ for all A ∈ A and
limn→∞ ‖ϕn(A)ϕn(B)− ϕn(AB)‖ = 0 for all A,B ∈ A.

Remarks 11.4. It is easy to see that the above definition is equivalent to the statement that there exists

a unital ∗-isomorphism π : A→
(∏

n≥1Mkn(C)
)
/
(⊕

n≥1Mkn(C)
)

that has a unital, completely positive

lifting Φ : A→
∏
n≥1Mkn(C). As a corollary of this, we have the following.

Corollary 11.5. Let A be a unital, separable, quasidiagonal, exact C∗-algebra. Then there exists a unital,
injective ∗-homomorphism from A to O2.

Proof. Since A is unital, quasidiagonal C∗-algebra there exists a unital ∗-isomorphism

π : A→

∏
n≥1

Mkn(C)

 /

⊕
n≥1

Mkn(C)


that has a unital, completely positive lifting Φ : A →

∏
n≥1Mkn(C). Since there exists a unital copy of

Mn(C) inside O2 for all n ∈ N (by Theorem 1.23 as Mn(O2) ' O2),
(∏

n≥1Mkn(C)
)
/
(⊕

n≥1Mkn(C)
)

has a unital isometric embedding inside (O2)∞. Hence the conditions of Lemma 10.2 are satisfied so there
exists a unital, injective ∗-homomorphism from A to O2.

With the above case completed, we begin our preparations to prove the general case. To prove the general
case, we will show that certain reduced cross products of separable, quasidiagonal, exact C∗-algebras by Z
embed intoO2. In order to prove this, we will demonstrate the existence of certain injective ∗-homomorphisms
and unital, completely positive liftings of maps from such reduced cross products.

Definition 11.6. Let A be a C∗-algebra, let G be a discrete group, and let α : G → Aut(A) be a ∗-
homomorphism. A covariant representation (U,ϕ) of the system (A, G, α) on a unital C∗-algebra B is a
group homomorphism U : G→ U(B) together with a ∗-homomorphism ϕ : A→ B such that

U(g)ϕ(A)U(g)∗ = ϕ(αg(A))

for all A ∈ A and g ∈ G.
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We will prove the following result for any amenable, discrete group G although we will only apply this
result when G = Z.

Lemma 11.7. Let G be a discrete amenable group and let α : G → Aut(A) be an action of G on a unital
C∗-algebra A. Let (U,ϕ) be a covariant representation of the system (A, G, α) on a unital C∗-algebra B with
ϕ injective. Then there exists an injective unital ∗-homomorphism ψ : Aoα,r G→ C∗λ(G)⊗min B such that
ψ(A) = IC∗λ(G) ⊗ ϕ(A) and ψ(g) = g ⊗ U(g) for all A ∈ A and g ∈ G.

Proof. Since G is a discrete amenable group, A oα,r G = A oα G. Therefore, to show that there exists a
∗-homomorphism ψ : Aoα,r G → C∗λ(G)⊗min B such that ψ(A) = IC∗λ(G) ⊗ ϕ(A) and ψ(g) = g ⊗ U(g) for
all A ∈ A and g ∈ G, it suffices to show that the pair A 7→ IC∗λ(G) ⊗ ϕ(A) and g 7→ g ⊗ U(g) is a covariant
representation of (A, G, α). However, it is clear that

(g ⊗ U(g))(IC∗λ(G) ⊗ ϕ(A))(g ⊗ U(g))∗ = IC∗λ(G) ⊗ U(g)ϕ(A)U(g)∗ = ϕ(αg(A))

for all A ∈ A and g ∈ G. Hence the ∗-homomorphism ψ exists.
To show that ψ is injective, it suffices to show that ψ is unitarily equivalent to the canonical representation

of Aoα,rG. Let π0 : B→ B(H0) be an injective unital representation of B and let λ : C∗λ(G)→ B(`2(G)) be
the left regular representation. Let σ := (λ⊗π0)◦ψ : Aoα,rG→ B(`2(G)⊗H0) which is a ∗-homomorphism
and let π := π0 ◦ ϕ : A → B(H0) (which is a injective ∗-homomorphism as π0 and ϕ are injective). If σ is
unitarily equivalent to the canonical representation of A oα,r G on `2(G) ⊗ H0 given by π, then σ will be
injective and thus ψ will be injective.

Notice for all A ∈ A, g ∈ G, and ξ ∈ H0 that A ∈ Aoα,r G acts as

A(δg ⊗ ξ) = δg ⊗ π(αg−1(A))ξ = δg ⊗ π0(ϕ(αg−1(A)))ξ

whereas
σ(A)(δg ⊗ ξ) = δg ⊗ π0(ϕ(A))ξ.

Similarly, if g ∈ G, g ∈ Aoα,r G acts on `2(G)⊗H0 by λ(g)⊗ IH0 whereas

σ(g) = (λ⊗ π0)(ψ(g)) = λ(g)⊗ π0(U(g)).

Define V ∈ B(`2(G) ⊗ H0) by V (δg ⊗ ξ) = δg ⊗ π0(U(g))ξ for all g ∈ G and ξ ∈ H0 and by extending by
linearity and density. Since π0 is unital, it is clear that V is a unitary operator. Moreover

V ∗σ(A)V (δg ⊗ ξ) = δg ⊗ π0(U(g)−1)π0(ϕ(A))π0(U(g))ξ = δg ⊗ π0(ϕ(αg−1(A)))ξ = A(δg ⊗ ξ)

whereas

V ∗σ(g)V (δh ⊗ ξ) = V ∗σ(g)(δh ⊗ π0(U(h))ξ) = V ∗(δgh ⊗ π0(U(gh))ξ) = δgh ⊗ ξ = (λ(g)⊗ I)(δh ⊗ ξ)

for all A ∈ A, and all g, h ∈ G. Hence σ is unitarily equivalent to the canonical representation of A oα,r G
on `2(G)⊗H0 so ψ is injective.

Lemma 11.8. Let B be a unital C∗-algebra, let A be a C∗-subalgebra of B such that IB ∈ A, and let
σ ∈ Aut(A). Suppose that σ is approximately inner in B; that is, there exists a sequence (Vn)n≥1 ∈ U(B)
such that limn→∞ VnAV

∗
n = σ(A) for all A ∈ A. Let z be the standard generator of C(T) and let U be the

canonical unitary in Aoσ Z which implements σ on A. Then the maps

A 7→ IC(T) ⊗ q∞(A,A,A, . . .) and U 7→ z ⊗ q∞(V1, V2, V3, . . .)

(where q∞ : `∞(B) → B∞ is the canonical quotient map) define an injective, unital ∗-homomorphism ϕ :
AoσZ→ C(T)⊗minB∞. Moreover, for any unital C∗-algebra C, this ∗-homomorphism extends continuously
to an injective, unital ∗-homomorphism from (AoσZ)⊗minC to C(T)⊗min ((`∞(B)⊗minC)/(c0(B)⊗minC)).
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Proof. To show that these two maps define an injective, unital ∗-homomorphism ϕ : AoσZ→ C(T)⊗minB∞,
it suffices by Lemma 11.7 to show that these two maps are a covariant representation of the system (A,Z, σ)
on B∞ as the map for A is clearly injective. However, by the assumptions of this lemma, it is clear that

(V1, V2, V3, . . .) · (A,A,A, . . . , ) · (V1, V2, V3, . . .)
∗ − (σ(A), σ(A), σ(A), . . .) ∈ c0(B)

for all A ∈ A and thus the two maps define a covariant representation of the system (A,Z, σ) on B∞.
For the second part of the lemma, we desire to apply the first part of the lemma to (Aoσ Z)⊗min C. By

considering the definition of the reduced cross product C∗-algebra, it is clear that

(Aoσ Z)⊗min C ' (A⊗min C) oσ⊗Id Z

and it is clear that
lim
n→∞

(Vn ⊗ IC)T (Vn ⊗ IC)∗ = (σ ⊗ Id)(T )

for all T ∈ A ⊗min C (as it clearly holds on the elementary tensors and thus extends to the span and then
closure of the span of the elementary tensors). Hence A⊗min C is a C∗-subalgebra of B⊗min C that contains
the identity and σ⊗Id ∈ Aut(A⊗minC) is approximately inner in B⊗minC through the unitaries (Vn⊗IC)n≥1.
Therefore the first part of the lemma implies that there exists an injective ∗-homomorphism

ψ : (Aoσ Z)⊗min C→ C(T)⊗min ((`∞(B⊗min C))/(c0(B⊗min C)))

where, if q′∞ : `∞(B⊗min C→ (`∞(B⊗min C))/(c0(B⊗min C)) is the canonical quotient map

ψ(A) = IC(T) ⊗ q′∞(A⊗ IC, A⊗ IC, A⊗ IC, . . .) and ψ(U)⊗ q′∞(V1 ⊗ IC, V2 ⊗ IC, V3 ⊗ IC, . . .).

However, a moments consideration of the minimal tensor product of C∗-algebras implies that the canonical
∗-homomorphism

Ψ : (`∞(B)⊗min C)/(c0(B)⊗min C)→ (`∞(B⊗min C))/(c0(B⊗min C))

is injective. Therefore, since the range of ψ (on the elementary tensors) is contained in the image of Ψ, the
result follows.

Lemma 11.9. Let B be a unital, separable, nuclear C∗-algebra, let A be a C∗-subalgebra of B such that
IB ∈ A, and let σ ∈ Aut(A) be approximately inner in B. Then the injective, unital ∗-homomorphism
ϕ : A oσ Z → C(T) ⊗min B∞ from Lemma 11.8 has a lifting to a unital, completely positive map ψ :
Aoσ Z→ C(T)⊗min `∞(B).

Proof. The proof of this result follows from Lemma 11.8 and Theorem 9.10 where, in Theorem 9.10, A is
AoσZ, B is C(T)⊗min `∞(B), J is C(T)⊗min c0(B), and ϕ is ϕ. To see this, notice that C(T) is nuclear and
c0(B) is nuclear as B is nuclear. Therefore C(T)⊗min c0(B) is nuclear and thus an approximately injective
ideal in C(T)⊗min `∞(B). By Lemma 11.8 ϕ extends to an injective ∗-homomorphism

ϕ̃ : (Aoσ Z)⊗min B(H)→ C(T)⊗min

(
`∞(B)⊗min B(H)

c0(B)⊗min B(H)

)
.

Since C(T) is nuclear,

C(T)⊗min

(
`∞(B)⊗min B(H)

c0(B)⊗min B(H)

)
'
(

(C(T)⊗min `∞(B))⊗min B(H)

(C(T)⊗min c0(B))⊗min B(H)

)
so Theorem 9.10 implies that ϕ has a unital, completely positive lifting ψ : Aoσ Z→ C(T)⊗min `∞(B).

Finally we have the following lemma that will enable us to create a copy of a C∗-algebra A inside a certain
cross product.
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Lemma 11.10. Define τ1 ∈ Aut(C0(R)) by τ1(f)(x) = f(x+ 1) for all x ∈ R and for all f ∈ C0(R). Then
C0(R) oτ1 Z contains a non-zero projection.

Proof. We will explicitly write down a non-zero projection. To begin, we define two elements f, g ∈ C0(R)
by

f(x) =

 1 + x if x ∈ [−1, 0]
1− x if x ∈ [0, 1]
0 otherwise

and

g(x) =

{ √
f(x)− f(x)2 if x ∈ [−1, 0]

0 otherwise
.

Clearly f and g are well-defined, positive elements of C0(R). Let U be the unitary in (the multiplier algebra
of) C0(R)oτ1 Z such that UhU∗ = τ1(h) for all h ∈ C0(R) (to avoid using multiplier algebras, we can extend

τ1 to an automorphism of the unitization C̃0(R) of C0(R) and view C0(R) oτ1 Z ⊆ C̃0(R) oτ1 Z).
Let P := gU + f + U∗g which is an element of C0(R) oτ1 Z. We claim that P is a non-zero projection.

Indeed if E : C0(R) oτ1 Z → C0(R) is the canonical conditional expectation then E(P ) = f 6= 0 so P 6= 0.
To see that P is a projection, we note that P is clearly self-adjoint so it suffices to show that P 2 = P .

To show that P 2 = P , we will show several small facts that will enable us to show that P 2 = P . First
notice that since g lives on [−1, 0] and τ1(g) lives on [0, 1], gτ(g) = 0. Moreover it is clear that

τ1(f)(x) =

 2 + x if x ∈ [−2,−1]
−x if x ∈ [−1, 0]
0 otherwise

and thus (τ1(f) + f)|[−1,0] = 1. Next we notice that if x ∈ [0, 1] then

f(x− 1)− f(x− 1)2 = x− x2 = (1− x)− (1− x)2 = f(x)− f(x)2

so

τ−1
1 (g2)(x) =

{
f(x− 1)− f(x− 1)2 if x ∈ [0, 1]
0 otherwise

=

{
f(x)− f(x)2 if x ∈ [0, 1]
0 otherwise

.

Finally, since

g2(x) =

{
f(x)− f(x)2 if x ∈ [−1, 0]
0 otherwise

it is clear that
g2 + f2 + τ−1

1 (g2) = f.

Hence

P 2 = (gU + f + U∗g)(gU + f + U∗g)
= gUgU + gUf + g2 + fgU + f2 + fU∗g + U∗g2U + U∗gf + U∗gU∗g
= gτ1(g)U2 + gUf + g2 + fgU + f2 + fU∗g + τ−1

1 (g2) + U∗gf + U∗U∗τ1(g)g
= gUf + g2 + fgU + f2 + fU∗g + τ−1

1 (g2) + U∗gf
= f + gUf + fgU + fU∗g + U∗gf
= f + τ1(f)gU + fgU + U∗τ1(f)g + U∗gf
= f + (τ1(f) + f)gU + U∗g(τ1(f) + f)
= f + gU + U∗g

as g lives on [−1, 0] and (τ1(f) + f)|[−1,0] = 1.

Now, onto the star attraction.

Theorem 11.11. Let A be a unital, separable, exact C∗-algebra. Then there exists an injective, unital
∗-homomorphism from A to O2.
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Proof. The idea of the proof is to embed A into the cross product of a O2-embeddable C∗-algebra against Z
(in a not necessarily unital way) and to construct a unital embedding of this cross product into O2.

First we remark that the cone C0([0, 1))⊗minA is separable, quasidiagonal, and exact (see Corollary 7.3.7
[BO] for the quasidiagonal claim). Let B0 be the unitization of C0(R)⊗min A. Since B0 is the unitization of
a subalgebra of C0([0, 1))⊗min A (namely C0((0, 1))⊗min A), B0 is a unital, quasidiagonal, separable, exact
C∗-algebra. Hence Corollary 11.5 implies that there exists a unital, injective ∗-homomorphism ϕ0 : B0 → O2.

Define τ1 ∈ Aut(C0(R)) by τ1(f)(x) = f(x+ 1) for all x ∈ R and for all f ∈ C0(R). Define τ ∈ Aut(B0)
by τ(IB0

) = IB0
and τ(f ⊗A) = τ1(f)⊗A for all f ∈ C0(R) and A ∈ A. Finally let B := B0 oτ Z which is

a unital, separable, exact C∗-algebra. We desire to construct an injective, unital ∗-homomorphism of B into
(O2)∞ that has a unital, completely positive lifting to `∞(O2) so that we can apply Lemma 11.2 to get an
injective, unital ∗-homomorphism of B into O2.

To begin let ψ0 := ϕ0 ◦ τ1 : B0 → O2 which is an injective, unital ∗-homomorphism and let µ : O2 ⊗min

O2 → O2 be an isomorphism (that exists by Theorem 7.5). Therefore the unital ∗-homomorphisms ϕ,ψ :
B0 → O2 defined by ϕ(B) = µ(ϕ0(B)⊗IO2

) and ψ(B) = µ(ψ0(B)⊗IO2
) are injective. Therefore, by Theorem

10.10, ψ and ϕ are approximately unitarily equivalent. Hence, if we view B0 as a unital C∗-subalgebra of O2

via ϕ, then the automorphism τ1 ∈ Aut(B0) is approximately inner inside O2 and thus Lemma 11.8 implies
that there exists an injective, unital ∗-homomorphism from B into C(T)⊗min (O2)∞. Moreover Lemma 11.9
implies that there exists a unital, completely positive lifting of this ∗-homomorphism into C(T)⊗min (O2)∞.

It is clear to see that C(T) has a canonical inclusion inside O2 (that is, just exhibit a unitary element
with spectrum T which can easily be obtained by a positive element with spectrum [0, 1]). Therefore, using
the above maps, there exists a composition of injective ∗-homomorphisms

B→ C(T)⊗min (O2)∞ → O2 ⊗min (O2)∞ → (O2 ⊗min O2)∞ 'µ (O2)∞

with a unital, completely positive lifting

B→ C(T)⊗min `∞(O2)→ O2 ⊗min `∞(O2)→ `∞(O2 ⊗min O2) 'µ `∞(O2).

Hence there exists an injective, unital ∗-homomorphism γ : B→ O2 by Lemma 11.2.
Notice that B contains the C∗-algebra

(C0(R)⊗min A) oτ Z ' (C0(R) oτ1 Z)⊗min A.

However C0(R)oτ1 Z contains a non-zero projection by Lemma 11.10. Hence (C0(R)⊗min A)oτ Z contains
an isomorphic copy A0 of A. Let P ∈ B be the identity of A0. Therefore the map γ|A0

: A0 → γ(P )O2γ(P )
is an injective, unital ∗-homomorphism from A into γ(P )O2γ(P ).

Since γ(P ) 6= 0, we can consider the K0-element of γ(P ). However, by Theorem 6.15, [γ(P )]0 = 0 = [IO2 ]0
and thus γ(P ) is equivalent to the identity of O2 by K-Theory. Therefore there exists an isometry V ∈ O2

such that V V ∗ = γ(P ). Therefore, if S1 and S2 are the generators of O2, it is easy to see that V S1V
∗

and V S2V
∗ are isometries in γ(P )O2γ(P ) that generate γ(P )O2γ(P ) so γ(P )O2γ(P ) ' O2 completing the

proof.
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12 O2 ⊗min A ' O2

In this chapter we will classify all C∗-algebras A such that O2 ⊗min A ' O2. We will easily be able to give
necessary conditions on A in order for O2 ⊗min A ' O2. To establish the converse, the idea is to show
that if A has the above properties (which are preserved under taking tensor products and direct limits) and
A has an asymptotically central inclusion of O2, then A ' O2. This later result will be proven by using
approximate unitary equivalence of injective ∗-homomorphism along with examining the relative commutant
of A in its natural embedding into an ultraproduct of A.

Most of the results for this chapter were developed from the paper [KP]. Definition 12.6 and Proposition
12.7 are from the book [Ro2].

We begin by establishing the necessary conditions.

Remarks 12.1. If A is a C∗-algebra such that A⊗minO2 ' O2, then A must be unital. To see this, represent
A and O2 faithful and non-degenerately on separable Hilbert spaces H and K. Since A ⊗min O2 ' O2,
A ⊗min O2 is unital. Let I0 ∈ A ⊗min O2 be the unit and let (Eλ)Λ be a C∗-bounded approximate identity
of A. Then limΛ(Eλ ⊗ IO2

)(ξ ⊗ η) = ξ ⊗ η for all ξ ⊗ η ∈ H ⊗ K. Hence, by linearity and density,
limΛ(Eλ ⊗ IO2

)(ζ) = ζ for all ζ ∈ H ⊗K. Thus

I0ζ = lim
Λ
I0(Eλ ⊗ IO2)ζ = lim

Λ
(Eλ ⊗ IO2)ζ = ζ

for all ζ ∈ H ⊗ K. Hence I0 = IH ⊗ IK. Therefore for all ε > 0 there exists Ai ∈ A and Bi ∈ O2 such that
‖I0 −

∑n
i=1Ai ⊗Bi‖ < ε. Therefore, as I0 = IH ⊗ IK, by taking the inner product against all vectors of the

form ξ ⊗ η where η is a fixed unit vector in K, we obtain that ‖IH −
∑n
i=1 λiAi‖ < ε where λi are scalars.

Hence IH ∈ A so A is unital as desired.
Moreover, if A is a C∗-algebra such that A⊗min O2 ' O2 then it is clear that A is separable and simple

(as O2 is simple by Theorem 1.15 so A⊗min O2 is simple if and only if A is simple by Proposition 3.4). We
also claim that A must be nuclear. To see this, we notice that if B is any C∗-algebra and the canonical
∗-homomorphism π : B ⊗max A → B ⊗min A has non-trivial kernel, then the canonical ∗-homomorphism
π⊗IdO2

: (B⊗maxA)⊗maxO2 → (B⊗minA)⊗maxO2 = (B⊗minA)⊗minO2 has non-trivial kernel. Therefore,
since the maximal and minimal tensor products of C∗-algebras are associative, the canonical inclusion

B⊗max (A⊗min O2) = B⊗max (A⊗max O2) ↪→ B⊗min (A⊗min O2)

has non-trivial kernel which contradicts the fact that A⊗min O2 ' O2 is nuclear.

To see that the above conditions are sufficient for A ⊗min O2 ' O2, we begin by examining the relative
commutant of a C∗-algebra A inside its ultraproduct. We will show that, under the necessary conditions on
A, there exists non-unitary isometries in relative commutant of A inside its ultraproduct and this will enable
us to show that the relative commutant is a unital, simple, purely infinite C∗-algebra.

Notation 12.2. Let A be a C∗-algebra and let ω be an ultrafilter. We define

cω(A) := {(An)n≥1 | An ∈ A, lim
n→ω
‖An‖ = 0}.

Let Aω := `∞(A)/cω(A) and let qω : `∞(A) → Aω be the canonical quotient map. Thus ‖qω((An)n≥1)‖ =
limn→ω ‖An‖.

Remarks 12.3. Consider the ∗-homomorphism π : A → `∞(A) defined by π(A) = (A)n≥1. It is easy to
see that qω ◦ π : A → Aω is a unital, injective ∗-homomorphism for all ultrafilters ω. Thus there exists a
canonical inclusion of A inside Aω. Hence we will view A ⊆ Aω via this canonical inclusion.

Moreover, we will use A′ ∩ Aω to denote the set of all T ∈ Aω such that T commutes with qω(π(A)) for
all A ∈ A.

Our first goal is to prove Proposition 12.5 which states A′ ∩ Aω is unital, simple, and purely infinite
provided A is a unital, separable, simple, nuclear, purely infinite C∗-algebra. The main technical requirement
is the following lemma.
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Lemma 12.4. Let A be a unital, separable, simple, nuclear, purely infinite C∗-algebra and let ω be an
ultrafilter. Suppose A,B ∈ A′ ∩ Aω are self-adjoint operators such that σ(B) ⊆ σ(A). Then there exists a
non-unitary isometry S ∈ A′ ∩ Aω such that SS∗ commutes with A and S∗AS = B.

Proof. The idea of the proof is to modify A and B into unitaries with certain spectra. Then we will
use certain ∗-homomorphisms into Aω from nuclear C∗-algebras to obtain liftings to sequence of unital,
completely positive maps into A. We will then use the fact that A is unital, simple, and purely infinite along
with Lemma 10.5 to intertwine these completely positive maps and then an application of Proposition 10.4
will enable us to construct our non-unitary partial isometry.

First, by scaling A and B by the same non-zero positive scalar, we may assume that that ‖A‖ , ‖B‖ ≤ π
2 .

Let W := eiA which is a unitary element of A′ ∩Aω such that X := σ(W ) is contained in the intersection of
the right half plane with the unit circle. Let z ∈ C(X) be the standard generating unitary. Since C(X) is
nuclear and the ∗-homomorphisms on A and C(X) defined by

T 7→ qω(T, T, T, . . .) and f(z) 7→ f(W )

have commuting ranges (as W ∈ A′ ∩ Aω), these ∗-homomorphisms define a unital ∗-homomorphism ϕ :
C(X)⊗min A→ Aω. Similarly, C(X) is nuclear and the ∗-homomorphisms on A and C(X) defined by

T 7→ qω(T, T, T, . . .) and f(z) 7→ f(eiB)

have commuting ranges (as B ∈ A′ ∩ Aω), these ∗-homomorphisms define a unital ∗-homomorphism ψ :
C(X)⊗min A→ Aω.

We claim that ϕ is an injective ∗-homomorphism. To see this, suppose to the contrary that ϕ is not
injective. Note that all of the ideals of C(X)⊗min A are of the form C0(U)⊗min A where U is an open subset
of X. Thus, if ϕ is not injective, ker(ϕ) = C0(U)⊗min A for some non-empty open subset U of X. Since U
is non-empty, there exists a non-zero element f ∈ C0(U). However, this implies that 0 = ϕ(f ⊗ IA) = f(W )
which implies f = 0 on σ(W ) = X ⊇ U which is a contradiction. Hence ϕ is injective. We note that ψ need
not be injective when σ(B) ( σ(A).

Since C(X) ⊗min A is nuclear (being the tensor product of nuclear C∗-algebras), Theorem 9.12 implies
that there exists unital, completely positive map Φ,Ψ : C(X)⊗min A→ `∞(A) that lift ϕ and ψ. Therefore
there exists unital, completely positive maps Φm,Ψm : C(X)⊗min A→ A such that

Φ(T ) = (Φ1(T ),Φ2(T ), . . .) and Ψ(T ) = (Ψ1(T ),Ψ2(T ), . . .)

for all T ∈ C(X)⊗min A.
In order to apply Lemma 10.5, we need to choose an increasing sequence of finite dimensional operator

systems and choose suitable Φm and Ψm to satisfy the conditions of the lemma. Then we can apply
Proposition 10.4 to obtain our sequence of non-unitary isometries.

Since A is a unital, separable C∗-algebra, there exists a sequence of unitaries (Un)n≥1 with dense span
in A. Consider the increasing sequence of operator systems of C(X)⊗min A defined by

Sn := span{IC(X) ⊗ IA, z ⊗ IA, z∗ ⊗ IA, IC(X) ⊗ U1, IC(X) ⊗ U∗1 , . . . IC(X) ⊗ Un, IC(X) ⊗ U∗n}.

For each n, k ∈ N and T ∈Mk(Sn) it is clear that

lim
m→ω

‖(Φm)k(T )‖ = ‖(ϕ)k(T )‖ = ‖T‖

since ϕ was an injective ∗-homomorphism. Therefore, since each Sn was finite dimensional, if follows that
there exists a neighbourhood V of ω in βN such that for all m ∈ V ∩N the map Φm|Sn is invertible. Moreover
we obtain that limm→ω

∥∥(Φm|Sn)−1
∥∥
k

= 1 for all n, k ∈ N.
With the above construction in hand, we are in a perfect position to apply Lemma 10.5. Since A is a

unital, separable, nuclear C∗-algebra, Lemma 10.5 implies there exists an increasing sequence of positive
integers (k(m))m≥1 such that whenever θ1, θ2 : Sm → A are unital, completely positive maps with θ1
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injective and
∥∥θ−1

1

∥∥
k(m)

≤ 1 + 1
m then there exists a unital completely positive map Θ : A → A such that

‖Θ ◦ θ1 − θ2‖ < 2
m . Choose a decreasing sequence of neighbourhoods V1 ⊇ V2 ⊇ · · · of ω in βN such that∥∥(Φ`|Sm)−1

∥∥
k(m)

≤ 1 + 1
m for all ` ∈ Vm ∩N. By replacing Vm with Vm \ {1, 2, . . . ,m}, we may assume that

N ∩ (
⋂∞
m=1 Vm) = ∅.

Note by the structure of the topology on βN, Vm ∩ N 6= ∅ for all m ∈ N. For each m ∈ N and
` ∈ (Vm \ Vm+1) ∩ N, Lemma 10.5 implies there exists a unital, completely positive map Θ` : A → A such
that ‖Θ` ◦ Φ`|Sm −Ψ`|Sm‖ < 2

m . Therefore, by applying Proposition 10.4 to Θ` (as A is unital, nuclear,
simple, and purely infinite) and by applying the fact that Sm is finite dimensional, there exists non-unitary

isometries S` ∈ A such that ‖S∗`Φ`(T )S` −Ψ`(T )‖ ≤ 3‖T‖
m for all T ∈ Sm. Since the Sn’s are increasing and

the Vm’s are decreasing, we obtain that ‖S∗`Φ`(T )S` −Ψ`(T )‖ ≤ 3‖T‖
m for all T ∈ Sm and for all ` ∈ Vm ∩N.

For each ` ∈ N\V1, let S` be a arbitrary, non-unitary isometry in A (which clearly exists as A is a unital,
simple, purely infinite C∗-algebra). Since N ∩ (

⋂∞
m=1 Vm) = ∅, we have constructed an S` for each ` ∈ N.

Let S := qω(S1, S2, S3, . . .) ∈ Aω. Clearly S is an isometry in Aω as S∗S = qω(IA, IA, . . .). Moreover, S is
not a unitary since

‖SS∗ − IAω‖ = lim
m→ω

‖SmS∗m − IA‖ = 1

as each Sm is not a unitary.
Next we claim for each fixed n ∈ N that lim`→ω ‖S∗`UnS` − Un‖ = 0. To see this, fix n ∈ N. We notice

that if m ≥ n and ` ∈ Vm ∩ N then

‖S∗`UnS` − Un‖ ≤
3

m
+
∥∥Φ`(IC(X) ⊗ Un)− Un

∥∥+
∥∥Ψ`(IC(X) ⊗ Un)− Un

∥∥ .
Let ε > 0. Fix an integer m ≥ max{n, 9

ε }. Since qω(Φ(IC(X) ⊗ Un)) = ϕ(Un) = Un ∈ A ∩ Aω and
qω(Ψ(IC(X)⊗Un)) = ψ(Un) = Un ∈ A∩Aω, we can find a neighbourhood V of ω such that if ` ∈ V ∩N then∥∥Φ`(IC(X) ⊗ Un)− Un

∥∥ ,∥∥Ψ`(IC(X) ⊗ Un)− Un
∥∥ < ε

3
.

Therefore Vm ∩ V is a neighbourhood of ω such that if ` ∈ Vm ∩ V ∩ N then ‖S∗`UnS` − Un‖ < ε. Hence
lim`→ω ‖S∗`UnS` − Un‖ = 0 as desired.

Therefore, when we view Un ∈ A ∩Aω, the limit lim`→ω ‖S∗`UnS` − Un‖ = 0 implies S∗UnS = Un for all
n ∈ N. Since each Un is a unitary, Lemma 10.7 implies that Un commutes with SS∗. Hence

SUn = S(S∗UnS) = (SS∗)UnS = Un(SS∗)S = UnS

for all n ∈ N. Therefore, since the span of {Un}n≥1 is dense in A, S ∈ A′ ∩ Aω.
Next we claim that lim`→ω ‖S∗`Φ`(z ⊗ IA)S` −Ψ`(z ⊗ IA)‖ = 0. To see this, we notice that if ` ∈ Vm ∩N

then

‖S∗`Φ`(z ⊗ IA)S` −Ψ`(z ⊗ IA)‖ ≤ 3

m
.

Thus, by choosing m suitably large, we obtain that lim`→ω ‖S∗`Φ`(z ⊗ IA)S` −Ψ`(z ⊗ IA)‖ = 0 as desired.
Hence S∗WS = eiB . Therefore, again by Lemma 10.7, SS∗ commutes with W .

Since SS∗ commutes with W , SS∗ commutes with W ∗. Therefore, if C := C∗(W ) ⊆ Aω (note A ∈
C), then SS∗ commutes with C so the map T 7→ S∗TS from C to Aω is a ∗-homomorphism. Therefore
S∗f(V )S = f(S∗V S) for all f ∈ C(X). By letting f(x) := −i ln(x) for all x ∈ X (where we choose the
principle branch), we obtain that S∗AS = B as desired.

Proposition 12.5. Let A be a unital, separable, simple, nuclear, purely infinite C∗-algebra and let ω be an
ultrafilter. Then A′ ∩ Aω is unital, simple, and purely infinite.

Proof. Clearly A′ ∩ Aω is unital. To show that A′ ∩ Aω is simple and purely infinite, we will show that
every hereditary C∗-subalgebra B of A′ ∩ Aω has a non-zero projection that is equivalent to the identity.
This implies A′ ∩ Aω is simple since every ideal of A′ ∩ Aω is hereditary and if an ideal of A′ ∩ Aω contains
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a projection equivalent to the identity then it contains the identity. This also implies A′ ∩ Aω is purely
infinite as if V ∈ A′ ∩ Aω is an isometry such that P := V V ∗ ∈ B and P 6= IA′∩Aω (as if P = IA′∩Aω then
B = A′ ∩ Aω) then W := V P is a partial isometry with W ∗W = P and WW ∗ = V PV ∗ < V V ∗ = P and
W = V P = PV P ∈ B (as B is hereditary).

Let B be a hereditary C∗-subalgebra of A′∩Aω. Let C ∈ B be an arbitrary non-zero self-adjoint operator
with 1 ∈ σ(C) (which clearly exists). By the previous lemma with A = C and B = IA′∩Aω , there exists a
non-unitary isometry S in A′ ∩ Aω such that S∗CS = IA′∩Aω and the projection P = SS∗ commutes with
C. Therefore P is a non-zero projection that is equivalent to IA′∩Aω in A′ ∩ Aω. Since P commutes with C
and since PCP = S(S∗CS)S∗ = SS∗ = P , we obtain that P = P 2 = (PCP )2 = PCPCP = CPC ∈ B as
B is hereditary.

The next step in our proof is a slight detour. We need the ability to show that two C∗-algebras are
isomorphic if there exists certain unital ∗-homomorphisms between them. Unfortunately Lemma 7.1 is not
enough. As it is simpler and clearer to prove the result in the most general setting, we have the following
definition.

Definition 12.6. Let (An)n≥1 and (Bn)n≥1 be sequences of unital C∗-algebras with injective unital ∗-
homomorphisms αn : An → An+1 and βn : Bn → Bn+1. For each m ≥ n let αm,n := αm−1 ◦ · · · ◦ αn :
An → Am and βm,n := βm−1 ◦ · · · ◦ βn : Bn → Bm which are injective unital ∗-homomorphisms. For each
n ∈ N let ϕn : An → Bn+1 and let ψn : Bn → An be ∗-homomorphisms. We say that the these sequences
of ∗-homomorphisms are approximately intertwining if there exists a sequence (δn)n≥1 of positive numbers
and finite subsets Fn ⊆ An and Gn ⊆ Bn such that

1. ‖ψn+1(ϕn(A))− αn(A)‖ < δn for all A ∈ Fn,

2. ‖ϕn(ψn(B))− βn(B)‖ < δn for all B ∈ Gn,

3. αn(Fn) ⊆ Fn+1, ϕn(Fn) ⊆ Gn+1, β(Gn) ⊆ Gn+1, and ψn(Gn) ⊆ Fn for all n ∈ N,

4.
⋃∞
m=n α

−1
m,n(Fm) is dense in An and

⋃∞
m=n β

−1
m,n(Gm) is dense in Bn for all n, and

5.
∑∞
n=1 δn <∞.

The point of the above definition is that, if we take the direct limits of our sequences of C∗-algebras, this
approximate intertwining property enables us to conclude that the direct limits are isomorphic.

Proposition 12.7. With the notation of Definition 12.6, if A := lim→ An and B := lim→Bn, then A and
B are isomorphic. Specifically there exists unital ∗-isomorphisms ϕ : A → B and ψ : B → A such that
ψ = ϕ−1,

ϕ(α∞,n(A)) = lim
m→∞

(β∞,m+1 ◦ ϕm ◦ αm,n)(A)

for all A ∈ An, and
ψ(β∞,n(B)) = lim

m→∞
(α∞,m ◦ ψm ◦ βm,n)(B)

for all B ∈ Bn (where α∞,n : An → A and β∞,n : Bn → B are the canonical inclusions).

Proof. First we will show that the two limits illustrated in the proposition exist and define ∗-homomorphisms
on A. To see this, we will only demonstrate the first. By density, it suffices to check that ϕ is a ∗-
homomorphism on

⋃
n≥1 An. Fix A ∈ An. By the third and fourth assumptions from Definition 12.6, it

suffices to consider A ∈ An where there exists an m0 ∈ N such that αm,n(A) ∈ Fm for all m ≥ m0 ≥ n.
However, notice by the first three assumptions of Definition 12.6 that for all T ∈ Fm ⊆ Am

‖ϕm+1(αm(T ))− (βm+1(ϕm(T )))‖
≤ ‖ϕm+1(αm(T ))− (ϕm+1 ◦ ψm+1)(ϕm(T ))‖+ ‖(ϕm+1 ◦ ψm+1)(ϕm(T ))− (βm+1(ϕm(T )))‖
≤ ‖αm(T )− ψm+1(ϕm(T ))‖+ ‖(ϕm+1 ◦ ψm+1)(ϕm(T ))− (βm+1(ϕm(T )))‖
≤ δm + δm+1
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as T ∈ Fm and ϕm(T ) ∈ Gm+1. Hence for all m ≥ m0

‖(β∞,m+2 ◦ ϕm+1 ◦ αm+1,n)(A)− (β∞,m+1 ◦ ϕm ◦ αm,n)(A)‖
= ‖β∞,m+2((ϕm+1 ◦ αm)(αm,n(A)))− β∞,m+2((βm+1 ◦ ϕm)((αm,n)(A)))‖ ≤ δm + δm+1

for all m ≥ m0. Therefore, the fifth assumption of Definition 12.6 implies that the sequence under consider-
ation is Cauchy and thus converges. Hence ϕ is a well-defined map. Since ϕ is a limit of ∗-homomorphisms
on a dense set, ϕ is a ∗-homomorphism. Clearly ϕ is unital.

By similar arguments, it is clear that ψ is also a well-defined unital ∗-homomorphism. To verify that
ψ = ϕ−1, it suffices to verify ψ(ϕ(α∞,n(A))) = α∞,n(A) for all A ∈ An and all n ∈ N and ϕ(ψ(B)) = B for
all B ∈ Bn and all n ∈ N. We will only verify the first as the other will follow by symmetry. To see the first,
fix A ∈ An. Again, by the third and fourth assumptions from Definition 12.6, it suffices to consider A ∈ An
where there exists an m0 ∈ N such that αm,n(A) ∈ Fm for all m ≥ m0 ≥ n. By continuity, we obtain that

ψ(ϕ(α∞,n(A))) = lim
m→∞

ψ(β∞,m+1(ϕm(αm,n(A)))).

Restricting to m ≥ m0, and since ϕm(αm,n(A)) ∈ Gm+1 ⊆ Bm+1,

ψ(β∞,m+1(ϕm(αm,n(A)))) = lim
k→∞

(α∞,k ◦ ψk ◦ βk,m+1)(ϕm(αm,n(A))).

Thus, by choosing m large enough and then by choosing k large, we can obtain that

‖ψ(ϕ(α∞,n(A)))− (α∞,k ◦ ψk ◦ βk,m+1)(ϕm(αm,n(A)))‖

is small. However, by the above computations, we notice that

(ψk ◦ βk,m+1)(ϕm(αm,n(A))) = (ψk ◦ βk−1 ◦ · · · ◦ βm+1)(ϕm(αm,n(A)))

is within 2
∑k+1
j=m δj of

(αk−1 ◦ αk−2 ◦ · · · ◦ αm)(αm,n(A)) = αk,n(A).

Hence (α∞,k ◦ ψk ◦ βk,m+1)(ϕm(αm,n(A))) is within 2
∑k+1
j=m δj of α∞,n(A). Hence the result follows from

the fifth condition of Definition 12.6.

With the above technical result out of the way, we can prove the following result which is what we are
after. The proof comes down to constructing the desired objects in Definition 12.6.

Lemma 12.8. Let A and B be unital, separable C∗-algebras. Suppose there exists unital ∗-homomorphisms
π : A → B and σ : B → A such that π ◦ σ is approximately unitarily equivalent to IdB and σ ◦ π is
approximately unitarily equivalent to IdA. Then A and B are isomorphic C∗-algebras.

Proof. To prove this result, we will verify that the conditions of Definition 12.6 hold where An := A for all
n ∈ N, Bn := B for all n ∈ N, αn is an isomorphism for all n, βn is an isomorphism for all n, ϕj := π for
all j ∈ N, ψj := σ for all j ∈ N, and δn := 1

2n for all n ∈ N.
To complete the proof, we will define αn, βn, Fn ⊆ A, and Gn ⊆ B recursively. Since A and B are

separable, let (An)n≥1 and (Bn)n≥1 be dense subsets of A and B respectively. We will construct sequences
of unitaries (Un)n≥1 in A and (Vn)n≥1 in B such that αn is conjugation by Un and βn is conjugation by Vn
for all n ∈ N. Let G1 := {B1}. Then since π ◦ σ is approximately unitarily equivalent to IdB, there exists a
unitary V1 ∈ B such that

‖π(σ(B1))− V1B1V
∗
1 ‖ <

1

2
.

Thus let β1(B) := V1BV
∗
1 for all B ∈ B. Then let F1 := {A1} ∪ {σ(B1)}. Since σ ◦ π is approximately

unitarily equivalent to IdA, there exists a unitary U1 ∈ A such that

‖σ(π(A))− U1AU
∗
1 ‖ <

1

2
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for all A ∈ F1. Thus let α1(A) := U1AU
∗
1 for all A ∈ A.

Having defined Gn, Vn, βn, Fn, Un, αn recursively in this order, we define

Gn+1 := βn(Gn) ∪ {Bk}n+1
k=1 ∪ {βn+1,k(Bn+1) | 1 ≤ k ≤ n+ 1} ∪ π(Fn).

Then, since π ◦ σ is approximately unitarily equivalent to IdB, there exists a unitary Vn+1 ∈ B such that∥∥π(σ(B))− Vn+1BV
∗
n+1

∥∥ < 1

2n+1

for all B ∈ Gn+1. Thus let βn+1(B) := Vn+1BV
∗
n+1 for all B ∈ B. Then we define

Fn+1 := αn(Fn) ∪ {Ak}n+1
k=1 ∪ {αn+1,k(An+1) | 1 ≤ k ≤ n+ 1} ∪ σ(Gn+1).

Then, since σ ◦ π is approximately unitarily equivalent to IdA, there exists a unitary Un+1 ∈ A such that∥∥σ(π(A))− Un+1AU
∗
n+1

∥∥ < 1

2n+1

for all A ∈ Fn+1. Thus let αn+1(A) := Un+1AU
∗
n+1 for all A ∈ A.

By continuing this construction, it is clear that properties 1), 2), 3), and 5) of Definition 12.6 are satisfied.
By construction, {Bk}nk=1 ⊆ Gn for all n ∈ N and if m ≥ n, β−1

m,n(Gm) contains Bm. Hence
⋃∞
m=n β

−1
m,n(Gm)

is dense in B for all n ∈ N. Similarly,
⋃∞
m=n α

−1
m,n(Fm) is dense in A for all n ∈ N. Therefore, A and B are

isomorphic by Proposition 12.7.

With the above technical result out of the way, we continue with the proof of the desired result. In
Definition 7.2 we examined sequences of ∗-homomorphisms with certain central properties. However we now
desired to examine a stronger property.

Definition 12.9. Let A and B be unital, separable C∗-algebras. An asymptotically central inclusion of A
into B is a sequence of unital, injective ∗-homomorphisms (πn)n≥1 from A to B that are asymptotically
central (that is, for all A ∈ A and B ∈ B, limn→∞ ‖πn(A)B −Bπn(A)‖ = 0).

Our goal is the following is to use approximately central inclusions of the Cuntz algebra to obtain C∗-
algebras that are isomorphic to O2. The first step is to show the following.

Lemma 12.10. Let A be a unital, separable, simple C∗-algebra and let D be a unital, separable, simple,
purely infinite C∗-algebra. If there exists an asymptotically central inclusion of D into A, then A is purely
infinite.

Proof. Let A be a unital, separable, simple C∗-algebra and let D be a unital, separable, simple, purely infinite
C∗-algebra. By assumption there exists an asymptotically central inclusion of D into A so there is a unital,
isometric inclusion of D into A. Since D is purely infinite it is clear that IA is an infinite projection in A.

To show that A is purely infinite it suffices by Lemma 2.9 to show that for every non-zero positive
element A ∈ A there exists a projection in AAA that is equivalent to IA (as if V ∈ A is an isometry such
that P := V V ∗ ∈ AAA and P 6= IA (as if P = IA then AAA = A), then W := V P is a partial isometry with
W ∗W = P , WW ∗ = V PV ∗ < V V ∗ = P , and W = V P = PV P ∈ AAA (as AAA is hereditary)).

Fix A ∈ A to be a non-zero positive operator. Since A is simple and unital, the closure of the ideal
generated by A ∈ A is dense in A. Hence there exists elements B1, B2, . . . , Bn, C1, C2, . . . , Cn ∈ A such that∥∥∥∥∥IA −

n∑
k=1

BkACk

∥∥∥∥∥ < 1.

Hence X :=
∑n
k=1BkACk is an invertible element of A. By replacing Bj with X−1Bj for all j, we can

assume that
∑n
k=1BkACk = IA. We desire that n = 1 and B1 = C∗1 .
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Let
M := max{‖B1‖ , ‖B2‖ , . . . , ‖Bn‖ , ‖C1‖ , . . . , ‖Cn‖}.

Since D is simple and purely infinite, Lemma 2.3 implies we can find a collection of n isometries {Sj}nj=1 ⊆ D
with orthogonal ranges. Since there exists an asymptotically central inclusion of D into A, there exists an
injective, unital ∗-homomorphism π : D→ A such that ‖π(Sj)A−Aπ(Sj)‖ < 1

n2M2 for all 1 ≤ j ≤ n.
Define

B :=

n∑
k=1

Bkπ(Sk)∗ and C :=

n∑
k=1

π(Sk)Ck.

Hence, as the Sk’s have orthogonal ranges,

‖BAC − IA‖ =
∥∥∥∑n

i,j=1Bjπ(Sj)
∗Aπ(Si)Ci −

∑n
i,j=1Bjπ(Sj)

∗π(Si)ACi

∥∥∥
≤

∑n
i,j=1 ‖Bjπ(Sj)

∗Aπ(Si)Ci −Bjπ(Sj)
∗π(Si)ACi‖

≤
∑n
i,j=1 ‖Bj‖ ‖Aπ(Si)− π(Si)A‖ ‖Ci‖

≤ 1
n2M2

∑n
i,j=1 ‖Bj‖ ‖Ci‖ < 1

Hence BAC is an invertible element of A.
Let X := BA

1
2 and let Y := A

1
2C(BAC)−1 which are elements of A. Clearly XY = IA so

IA = Y ∗X∗XY ≤ ‖X‖2 Y ∗Y.

Hence Y ∗Y is an invertible element of A. If we let V := Y |Y |−1, then

V ∗V = (Y ∗Y )−
1
2 (Y ∗Y )(Y ∗Y )−

1
2 = IA

whereas
V V ∗ = Y |Y |−1Y ∗ = A

1
2C(BAC)−1|Y |−1((BAC)−1)∗C∗A

1
2 ∈ A 1

2AA
1
2 ⊆ AAA

(as A ∈ AAA by Lemma 2.3 so A
1
2AA

1
2 ⊆ AAA as AAA is hereditary). Hence the result follows.

With the above result, we can show that C∗-algebras with the same properties as O2 that contain an
asymptotically central inclusion of O2 must be O2.

Lemma 12.11. Let A be a unital, separable, simple, nuclear C∗-algebra. If O2 has an asymptotically central
inclusion into A then A ' O2.

Proof. By assumption there exists an injective, unital ∗-homomorphism π : O2 → A. Moreover, there
exists an injective, unital ∗-homomorphism σ : A → O2 by Theorem 11.11. However σ ◦ π : O2 → O2 is
approximately unitarily equivalent to the identity onO2 by Theorem 6.12 (or Theorem 10.10). If π◦σ : A→ A
is approximately unitarily equivalent to the identity on A then Lemma 12.8 implies that A and O2 are
isomorphic. Therefore we desire to use the asymptotically central inclusion of O2 into A to show that any
two unital ∗-homomorphisms from A to A are approximately unitarily equivalent.

To begin, we note that Lemma 12.10 implies A is purely infinite. Fix a unital ∗-homomorphism γ : A→ A.
To see that γ is approximately unitarily equivalent to the identity on A, we notice that since γ is a unital,
completely positive map and since A is unital, separable, simple, nuclear, and purely infinite, Proposition
10.4 implies that there exists a sequence of isometries (Vn)n≥1 ⊆ A such that limn→∞ V ∗nAVn = γ(A) for all
A ∈ A. Our goal is to upgrade these partial isometries to unitaries.

Fix an ultrafilter ω and let V := qω(V1, V2, . . .) ∈ Aω. Clearly V is an isometry in Aω. We claim
V V ∗ ∈ A′ ∩ Aω. Indeed, viewing A ⊆ Aω, we obtain that V ∗AV = γ(A) for all A ∈ A. Therefore, if
U ∈ U(A) then V ∗UV = γ(U) is a unitary in A so Lemma 10.7 implies that V V ∗ commutes with U . Hence
V V ∗ commutes with every unitary in A so V V ∗ ∈ A′ ∩ Aω.

Recall that A′ ∩ Aω is a unital, simple, purely infinite C∗-algebra by Proposition 12.5 (as A is unital,
separable, simple, nuclear, and purely infinite). We will use K-theory to show that V V ∗ and IA′∩Aω are
equivalent projections in A′ ∩ Aω. Thus will enable us to upgrade V to a unitary.
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Fix an increasing sequence (Fn)n≥1 of finite, self-adjoint subsets of A with dense union in A such that
VnV

∗
n ∈ Fn. Let S1 and S2 be the standard generating isometries of O2. Since O2 has an asymptotically

central inclusion into A, for each n ∈ N there exists a unital, injective ∗-homomorphism σn : O2 → A
such that ‖σn(T )A−Aσn(T )‖ < 1

n for all A ∈ Fn and T ∈ {S1, S
∗
1 , S2, S

∗
2} ⊂ O2. Therefore, if we define

σ : O2 → Aω by σ(T ) := qω(σ1(T ), σ2(T ), . . .) for all T ∈ O2, then σ is a well-defined, unital, injective ∗-
homomorphism. Moreover, by construction, σ(T ) commutes with

⋃
n≥1 Fn for all T ∈ {S1, S

∗
1 , S2, S

∗
2} ⊂ O2.

Therefore, since
⋃
n≥1 Fn is dense in A, it is easy to see that σ(T ) ∈ A′ ∩Aω for all T ∈ O2. Moreover, since

VnV
∗
n ∈ Fn for all n, it is easy to see that σ(T ) commutes with V V ∗ for all T ∈ {S1, S

∗
1 , S2, S

∗
2} ⊆ O2.

However, in K0(A′ ∩ Aω),

[V V ∗]0 = [V V ∗(σ(S1)σ(S1)∗ + σ(S2)σ(S2)∗)]0 = [σ(S1)V V ∗σ(S1)∗ + σ(S2)V V ∗σ(S2)∗]0 = 2[V V ∗]0

by 6.13. Hence [V V ∗]0 = 0. Similarly, since IA = IA′∩Aω , [IA]0 = 0. Therefore, since A′ ∩ Aω is a unital,
simple, purely infinite C∗-algebra, V V ∗ and I are equivalent projections in A′∩Aω (see Chapter 4). Therefore
there exists an isometry W ∈ A′ ∩ Aω such that WW ∗ = V V ∗.

Let U := W ∗V ∈ Aω. Clearly

U∗U = V ∗WW ∗V = V ∗V V ∗V = IA and UU∗ = W ∗V V ∗W = W ∗WW ∗W = IA

so U is an unitary operator. Moreover, since W ∈ A′ ∩ Aω

U∗AU = V ∗WAW ∗V = V ∗AV = γ(A)

for all A ∈ A.
Finally, we will use U to obtain that γ is approximately unitarily equivalent to the identity on A. To

begin, let F be a finite subset of the unit ball of A and let ε > 0. Clearly we can choose an element
(B1, B2, . . .) ∈ `∞(A) such that q∞(B1, B2, . . .) = U . Since U is a unitary,

lim
m→ω

‖B∗mBm − IA‖ = 0 = lim
m→ω

‖BmB∗m − IA‖ .

Hence, since U∗AU = γ(A) for all A ∈ A, there exists a neighbourhood U ′ of ω in βN such that for
all n ∈ U ′ ∩ N ‖B∗nABn − γ(A)‖ < ε

3 for all A ∈ F and the unitaries Un = Bn|Bn|−1 exist and satisfy
‖Un −Bn‖ ≤ ε

3 . By selecting any n ∈ U ′ ∩ N, we obtain ‖U∗nAUn − γ(A)‖ < ε for all A ∈ F and thus the
result follows.

Our final step in the proof is to show that ⊗∞n=1O2 is isomorphic to O2 and has an approximately central
inclusion of O2.

Theorem 12.12. Let A be a unital, separable, simple, nuclear C∗-algebra. Then A⊗min O2 ' O2.

Proof. Let B := ⊗∞n=1O2; that is, B is the direct limit of O⊗minn
2 with the canonical inclusions αn : O⊗minn

2 →
O⊗minn

2 ⊗min O2 defined by σ(T ) = T ⊗ IO2
. Clearly B is a unital. Moreover B is separable and nuclear

being the direct limit of separable, nuclear C∗-algebras. To see that B is simple, let J be an ideal of B.
Then J ∩ O⊗minn

2 is an ideal of O⊗minn
2 ' O2 and thus J ∩ O⊗minn

2 is either {0} or O⊗minn
2 as O2 is simple.

Since J ∩ O⊗minn
2 ⊆ J ∩ O⊗minn+1

2 for all n ∈ N, either J ∩ O⊗minm
2 = {0} for all m ∈ N or there exists an

n ∈ N such that J ∩ O⊗minm
2 = O⊗minm

2 for all m ≥ n. In the first case we obtain that J = {0} and in the
second we obtain that J = B. Hence B is simple.

To see that B is purely infinite, we notice that the inclusions πn : O2 → O⊗minn−1
2 ⊗min O2 ⊆ B defined

by πn(T ) = IO⊗minn−1

2
⊗min T are an asymptotically central inclusion of O2 into B. Hence B is purely

infinite by Lemma 12.10. Clearly there then exists an asymptotically central inclusion of O2 into B⊗min A
(by embedding into B ⊗min IA). Since A be a unital, separable, simple, nuclear C∗-algebra, B ⊗min A is a
unital, simple and therefore purely infinite C∗-algebra by Lemma 12.10. Moreover B ⊗min A is separable
and nuclear as A and B are separable and nuclear.

By Lemma 12.11, B ' O2 and B⊗min A ' O2. Hence O2 ⊗min A ' B⊗min A ' O2 as desired.
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13 O∞ ⊗min A ' A

In this chapter we will prove that if A is a unital, separable, simple, nuclear, purely infinite C∗-algebra then
O∞ ⊗min A ' A. The idea of the result is to show that if B is a unital C∗-subalgebra contained in A′ ∩ Aω
such that certain inclusions of B into B⊗min B are approximately unitarily equivalent then B⊗min A ' A.
The majority of this result is proved in Lemma 13.3. We will the use the fact that A′∩Aω is a unital, simple,
purely infinite C∗-algebra to embed O∞ inside by Proposition 12.5. Knowledge of approximate unitary
equivalence of ∗-homomorphisms from O∞ will complete the proof (although this will be our only complete
omission in this document as the proof requires a significant amount of K-Theory).

Most of the results for this chapter were developed from the paper [KP].
We begin with the following lemma. Note that we do not actually need the following lemma to prove the

result (as we will alway take B = O∞) but we record the proof as it is simple.

Lemma 13.1. Let B be a unital, separable C∗-algebra. Suppose that the two unital ∗-homomorphisms
π, σ : B→ B⊗min B given by π(B) = B⊗ IB and σ(B) = IB⊗B for all B ∈ B are approximately unitarily
equivalent. Then B is simple and nuclear.

Proof. To see that B is simple, suppose to the contrary that there exists a non-trivial ideal J of B. Hence
B⊗min J and J⊗min B are non-trivial ideals of B⊗min B. Moreover, if B ∈ J then B ⊗ IB ∈ J⊗min B yet
IB ⊗ B /∈ J ⊗min B (or else IB ∈ J; see the end of the first argument in Remarks 12.1). However, since π
and σ are approximately unitarily equivalent, there exists a sequence (Un)n≥1 of unitaries in B⊗min B such
that

IB ⊗B = σ(B) = lim
n→∞

Un(π(B))U∗n = lim
n→∞

Un(B ⊗ IB)U∗n ∈ J⊗min B

which is a contradiction. Hence B is simple.
To see that B is nuclear, since σ and π are approximately unitarily equivalent and B is separable,

there exists a sequence (Un)n≥1 of unitaries in B ⊗min B such that limn→∞ Un(B ⊗ IB)U∗n = IB ⊗ B for
all B ∈ B. Fix Cn ∈ B � B such that ‖Cn‖ ≤ 1 and limn→∞ ‖Cn − Un‖ = 0. Clearly we obtain that
limn→∞ Cn(B ⊗ IB)C∗n = IB ⊗B for all B ∈ B.

Let φ be any state on B. For each n ∈ N define ψn : B→ B by

ψn(B) := (φ⊗ IdB)(Cn(B ⊗ IB)C∗n).

Since the tensor product of contractive, completely positive maps on the minimal tensor product are con-
tractive, completely positive maps, each ψn is a completely positive map that is contractive as ‖Cn‖ ≤ 1.

For each n ∈ N write Cn =
∑m
i=1Xj ⊗ Yj with Xj , Yj ∈ B. Then

ψn(B) = (φ⊗ IdB)

 m∑
i,j=1

XiBX
∗
j ⊗ YiY ∗j

 =

m∑
i,j=1

φ(XiBX
∗
j )YiY

∗
j

for all B ∈ B. Hence ψn is a finite rank map. Moreover

‖ψn(B)−B‖ = ‖(φ⊗ IdB)(Cn(B ⊗ IB)C∗n)− (φ⊗ IdB)(IB ⊗B)‖ ≤ ‖Cn(B ⊗ IB)C∗n − IB ⊗B‖

for all B ∈ B and thus converges to zero as n → ∞. Hence IdB is a pointwise norm limit of completely
positive contractions of finite rank. It follows from the papers [CE] and [La] that B is nuclear.

Next we have the following trivial lemma that we record for convenience in the proof of the subsequent
lemma.

Lemma 13.2. Let A, B, and C be unital, separable C∗-algebras and let ω be an ultrafilter. Let Φ : B →
`∞(A) and Ψ : C→ `∞(A) be unital completely positive maps given by

Φ(B) = (ϕ1(B), ϕ2(B), . . .) and Ψ(B) = (ψ1(C), ψ2(C), . . .)
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where ϕj : B→ A and ψj : C→ A are unital, completely positive maps. Suppose that qω,A ◦ Φ and qω,A ◦Ψ
are unital ∗-homomorphism with range inside A′ ∩ Aω. Then for any finite subsets F ⊆ A, G ⊆ B, and
H ⊆ C, any k ∈ N, and any ε > 0 there exists a neighbourhood U of ω such that

‖ψn(C)ϕk(B)− ϕk(B)ψn(C)‖ < ε, ‖ψn(C)A−Aψn(C)‖ < ε, and ‖ψn(C1C2)− ψn(C1)ψn(C2)‖ < ε

for every n ∈ U ∩ N, A ∈ F , B ∈ G, and C,C1, C2 ∈ H.

Proof. Fix finite subsets F ⊆ A, G ⊆ B, and H ⊆ C, fix k ∈ N, and fix ε > 0. Then F ∪ {ϕk(G)} is a finite
subset of A. Since qω,A ◦ Ψ is a unital ∗-homomorphism with range inside A′ ∩ Aω and since H is a finite
subset, the result clearly follows.

With the above trivial lemma out of the way, we have the following technical result.

Lemma 13.3. Let A be a unital, separable, C∗-algebra, let ω be an ultrafilter, and let B be a separable C∗-
algebra of A′ ∩ Aω such that IAω ∈ B and such that the two unital ∗-homomorphisms π, σ : B→ B⊗min B
given by π(B) = B ⊗ IB and σ(B) = IB ⊗ B for all B ∈ B are approximately unitarily equivalent (in
B ⊗min B). Then there exists a unital ∗-homomorphism ϕ : B ⊗min A → A such that the map ψ : A → A
defined by ψ(A) = ϕ(IB ⊗A) for all A ∈ A is approximately unitarily equivalent to IdA.

Proof. The idea of the proof is to use the nuclearity of B given by Lemma 13.1 to construct a sequence
of asymptotically multiplicative, unital, completely positive maps from B into A. Using the unitaries that
make the ∗-homomorphisms σ and π approximately unitarily equivalent, we will be able to construct unitary
elements of A that asymptotically commute with each fixed element of A and intertwine the above sequence
of unital, completely positive maps. Conjugation by these unitaries will define ∗-homomorphisms from A
and B into A whose ranges commute which will enable us to obtain the desired ∗-homomorphism.

By Lemma 13.1 B is a unital, separable, simple, nuclear C∗-algebra. Hence Theorem 9.12 implies the
inclusion of B inside A′ ∩ Aω lifts to a sequence of unital, completely positive maps ϕi : B→ A such that

qω,A(ϕ1(B), ϕ2(B), . . .) = B

for all B ∈ B. Thus the ϕi’s are asymptotically multiplicative.
Since A and B are separable, we can choose increasing sequences (Fn)n≥1 and (Gn)n≥1 of finite, self-

adjoint subsets of A and B respectively whose unions are dense in A and B respectively. Finally, by the
hypotheses on B, there exists a sequence of unitaries (Uk)k≥1 ⊆ B⊗min B such that

‖Uk(B ⊗ IB)U∗k − IB ⊗B‖ <
1

2k

for all B ∈ Gk.
We claim for each k ≥ 1 there exists a finite set G′k ⊆ B containing Gk and an εk ∈

(
0, 1

k

)
such that

whenever Φ,Ψ : B→ A are unital, completely positive maps such that

‖Φ(BC)− Φ(B)Φ(C)‖ < εk, ‖Ψ(BC)−Ψ(B)Ψ(C)‖ < εk, ‖Ψ(B)Φ(C)− Φ(C)Ψ(B)‖ < εk,
‖Φ(B)A−AΦ(B)‖ < εk, and ‖Ψ(B)A−AΨ(B)‖ < εk

for all B,C ∈ G′k and A ∈ Fk, then there exists a unitary V ∈ A such that

‖V Φ(B)V ∗ −Ψ(B)‖ < 1

2k−1
and ‖V AV ∗ −A‖ < 1

2k

for all A ∈ Fk and B ∈ Gk.
To prove the claim, we will proceed by contradiction. Fix k ≥ 1. Clearly, if the result fails, it fails

without the assumption that Gk ⊆ G′k. Therefore, if {Tn}∞n=1 is a dense subsets of B, then for every n ∈ N
there exists unital, completely positive maps Φn,Ψn : B→ A such that

‖Φn(BC)− Φn(B)Φn(C)‖ < 1
n , ‖Ψn(BC)−Ψn(B)Ψn(C)‖ < 1

n , ‖Ψn(B)Φn(C)− Φn(C)Ψn(B)‖ < 1
n ,

‖Φn(B)A−AΦn(B)‖ < 1
n , and ‖Ψn(B)A−AΨn(B)‖ < 1

n
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for all A ∈ Fk and B,C ∈ {T1, . . . , Tn} and yet there does not exists a unitary V ∈ A such that

‖V Φn(B)V ∗ −Ψn(B)‖ < 1

2k−1
and ‖V AV ∗ −A‖ < 1

2k

for all A ∈ Fk and B ∈ Gk.
Since each Φn and Ψn is a unital, completely positive map and therefore contractive, we may define the

maps Φ,Ψ : B→ A∞ by

Φ(B) = q∞,A(Φ1(B),Φ2(B), . . .) and Ψ(B) = q∞,A(Ψ1(B),Ψ2(B), . . .)

for all B ∈ B. Since

‖Φn(BC)− Φn(B)Φn(C)‖ < 1

n
and ‖Ψn(BC)−Ψn(B)Ψn(C)‖ < 1

n

for all B,C ∈ {T1, . . . , Tn}, we obtain by the density of {Tn}∞n=1 in B that Φ and Ψ are unital ∗-
homomorphisms. Since ‖Ψn(B)Φn(C)− Φn(C)Ψn(B)‖ < 1

n for all B,C ∈ {T1, . . . , Tn}, we again obtain by
the density of {Tn}∞n=1 in B that Φ and Ψ have commuting ranges. Finally, since

‖Φn(B)A−AΦn(B)‖ < 1

n
and ‖Ψn(B)A−AΨn(B)‖ < 1

n

for all A ∈ Fk and B,C ∈ {T1, . . . , Tn}, we again obtain by the density of {Tn}∞n=1 in B that Φ and Ψ
commute with

F := {q∞,A(A,A,A, . . .) | A ∈ Fk}.

Since B is nuclear, by the universal property of the maximal tensor product and by the facts illustrated
above, there exists a unital ∗-homomorphism θ := Φ⊗Ψ : B⊗min B→ A∞ whose range commutes with F .

Using the unitaries (Un)n≥1 defined earlier, we can write θ(Uk) = q∞,A(S1, S2, . . .) where {Sn}n≥1 ⊆
A are such that supn≥1 ‖Sn‖ < ∞. Since θ is a unital ∗-homomorphism, θ(Uk) is a unitary and thus
limn→∞ S∗nSn = limn→∞ SnS

∗
n = IA. For each n ∈ N define

Vn :=

{
Sn|Sn|−1 whenever S∗nSn and SnS

∗
n are invertible

IA otherwise
.

Therefore, as limn→∞ S∗nSn = limn→∞ SnS
∗
n = IA, we obtain that q∞,A(V1, V2, . . .) = θ(Uk). However, this

implies for all B ∈ Gk that

lim supn→∞ ‖VnΦn(B)V ∗n −Ψn(B)‖ ≤ ‖θ(Uk)θ(B ⊗ IB)θ(Uk)∗ − θ(IB ⊗B)‖
≤ ‖Uk(B ⊗ IB)U∗k − IB ⊗B‖ < 1

2k

and for all A ∈ Fk that

lim sup
n→∞

‖VnAV ∗n −A‖ ≤ ‖θ(Uk)q∞,A(A,A,A, . . .)θ(Uk)∗ − q∞,A(A,A,A, . . .)‖ = 0

as the range of θ commutes with F . Therefore, since Gk and Fk are finite, by choosing n large enough, we
clearly get a contradiction to the fact that there does not exists a unitary V ∈ A such that

‖V Φn(B)V ∗ −Ψn(B)‖ < 1

2k−1
and ‖V AV ∗ −A‖ < 1

2k

for all A ∈ Fk and B ∈ Gk. Hence we have obtained our contradiction so the claim has be proven.
By constructing the sets G′k and εk recursively, we may assume that G′k ⊆ G′k+1 for all k, εk > εk+1 for

all k, and limk→∞ εk = 0. By the fact that

qω,A(ϕ1(B), ϕ2(B), . . .) = B
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for all B ∈ B and by the trivial Lemma 13.2, we can selected n1 < n2 < . . . recursively such that

‖ϕn1
(BC)− ϕn1

(B)ϕn1
(C)‖ < ε1 and ‖ϕn1

(B)A−Aϕn1
(B)‖ < ε1

for all A ∈ F1 and B,C ∈ G′1, and∥∥ϕnk+1
(BC)− ϕnk+1

(B)ϕnk+1
(C)
∥∥ < εk+1,

∥∥ϕnk+1
(B)A−Aϕnk+1

(B)
∥∥ < εk+1,

and
∥∥ϕnk+1

(B)ϕnk(C)− ϕnk(C)ϕnk+1
(B)

∥∥ < εk+1 < εk

for all A ∈ Fk and B,C ∈ G′k+1. Therefore, the claim implies there exists unitaries {Vk}k≥1 ⊆ A such that

∥∥Vkϕnk+1
(B)V ∗k − ϕnk(B)

∥∥ < 1

2k−1
and ‖VkAV ∗k −A‖ <

1

2k

for all A ∈ Fk and B ∈ Gk.
For each n ∈ N, let Wn := V1V2 · · ·Vn−1 ∈ A (so W1 = IA). Clearly each Wn is a unitary. Since∑∞
k=1

1
2k
<∞, ‖VkAV ∗k −A‖ < 1

2k
for all A ∈ Fk, and the union of the Fk’s is dense in A, limn→∞WkAW

∗
k

exists for all A ∈ A. Define α : A → A by α(A) := limn→∞WkAW
∗
k for all A ∈ A. Clearly α is a unital

∗-homomorphism that is approximately unitarily equivalent to the identity map on A. Moreover notice that∥∥Wk+1ϕnk+1
(B)W ∗k+1 −Wkϕnk(B)W ∗k

∥∥ =
∥∥Vkϕnk+1

(B)V ∗k − ϕnk(B)
∥∥ < 1

2k−1

for all k ∈ N and B ∈ Gk. Hence, since the union of the Gk’s is dense in B, limk→∞Wkϕnk(B)W ∗k exists
for all B ∈ B. Therefore we can define β : B → A by β(B) := limk→∞Wkϕnk(B)W ∗k for all B ∈ B. Since∥∥ϕnk+1

(BC)− ϕnk+1
(B)ϕnk+1

(C)
∥∥ < εk+1 for all B,C ∈ Gk+1, limk→∞ εk = 0, and the union of the Gk’s is

dense in B, β is a unital ∗-homomorphism. Finally, since

‖(WkAW
∗
k )(Wkϕnk(B)W ∗k )− (Wkϕnk(B)W ∗k )(WkAW

∗
k )‖ = ‖ϕnk(B)A−Aϕnk(B)‖ < εk

for all A ∈ Fk, B ∈ Gk, and k ≥ 0, and since limk→∞ εk = 0, the ranges of α and β commute. Therefore, since
B is nuclear, by the universal property of the maximal tensor product there exists a unital ∗-homomorphism
ϕ := β ⊗ α : B⊗min A→ A. Therefore, if ψ : A→ A is defined by ψ(A) = ϕ(IB ⊗A) = α(A) for all A ∈ A,
then ψ is approximately unitarily equivalent to the identity map on A as desired.

The above result allows us to prove, with the conditions of the above result, that B ⊗min A ' A. The
result will be proved using Lemma 12.8.

Proposition 13.4. Let A be a unital, separable, C∗-algebra, let ω be an ultrafilter, and let B be a separable
C∗-algebra of A′∩Aω such that IAω ∈ B and such that the two unital ∗-homomorphisms π, σ : B→ B⊗minB
given by π(B) = B ⊗ IB and σ(B) = IB ⊗ B for all B ∈ B are approximately unitarily equivalent. Then
B⊗min A ' A.

Proof. This result follows from Lemma 13.3 and Lemma 12.8. Let ϕ : B ⊗min A → A be the unital ∗-
homomorphism from Lemma 13.3 and let θ : A → B ⊗min A by the unital ∗-homomorphism defined by
θ(A) = IB ⊗A for all A ∈ A. Then for all A ∈ A

(ϕ ◦ θ)(A) = ϕ(IB ⊗A).

Therefore, by Lemma 13.3, ϕ ◦ θ is approximately unitarily equivalent to the identity map on A. Therefore,
if θ ◦ ϕ is approximately unitarily equivalent to the identity map on B ⊗min A, B ⊗min A ' A by Lemma
12.8.

Since ϕ ◦ θ is approximately unitarily equivalent to the identity on A, there exists a sequence of unitaries
(Wn)n≥1 of A such that limn→∞ ‖Wnϕ(θ(A))W ∗n −A‖ = 0 for all A ∈ A. Moreover, by the assumptions on
B, there exists a sequence of unitaries (Vn)n≥1 in B⊗minB such that limn→∞ ‖Vn(B ⊗ IB)V ∗n − IB ⊗B‖ = 0
for all B ∈ B. However, for all B1, B2 ∈ B, we notice that B1⊗IA and θ(ϕ(B2⊗IA)) = IB⊗ϕ(B2) commute.
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Hence, since B is nuclear by Lemma 13.1, the universal property of the maximal tensor product implies that
there exists a unital ∗-homomorphism Ψ : B⊗min B→ B⊗min A such that Ψ(B ⊗ IB) = θ(ϕ(B ⊗ IA)) and
Ψ(IB ⊗B) = B ⊗ IB for all B ∈ B. In addition, notice

Ψ(B1 ⊗B2)θ(ϕ(IB ⊗A)) = Ψ(B1 ⊗ IB)Ψ(IB ⊗B2)(IB ⊗ ϕ(IB ⊗A))
= θ(ϕ(B2 ⊗ IA))(B2 ⊗ IB)(IB ⊗ ϕ(IB ⊗A))
= θ(ϕ(B2 ⊗ IA))(IB ⊗ ϕ(IB ⊗A))(B2 ⊗ IB)
= θ(ϕ(B2 ⊗ IA))θ(ϕ(IB ⊗A))(B2 ⊗ IB)
= θ(ϕ(IB ⊗A))θ(ϕ(B2 ⊗ IA))(B2 ⊗ IB)
= θ(ϕ(IB ⊗A))Ψ(B1 ⊗B2)

for all B1, B2 ∈ B and for all A ∈ A. Hence, by linearity and density, Ψ(Vn)θ(ϕ(IB ⊗ A)) = θ(ϕ(IB ⊗
A))Ψ(Vn) for all A ∈ A and all n ∈ N.

For each n ∈ N define Un = (IB ⊗Wn)Ψ(Vn) ∈ B ⊗min A. Therefore each Un is the product of two
unitary elements of B⊗min A and thus is a unitary element. Moreover, for all B ∈ B and A ∈ A

limn→∞ Unθ(ϕ(B ⊗A))U∗n = limn→∞ Unθ(ϕ(B ⊗ IA))θ(ϕ(IB ⊗A))U∗n
= limn→∞(IB ⊗Wn)Ψ(Vn)Ψ(B ⊗ IB)θ(ϕ(IB ⊗A))Ψ(Vn)∗(IB ⊗W ∗n)
= limn→∞(IB ⊗Wn)Ψ(IB ⊗B)Ψ(Vn)θ(ϕ(IB ⊗A))Ψ(Vn)∗(IB ⊗W ∗n)
= limn→∞(IB ⊗Wn)(B ⊗ IB)Ψ(Vn)θ(ϕ(IB ⊗A))Ψ(Vn)∗(IB ⊗W ∗n)
= limn→∞(B ⊗ IB)(IB ⊗Wn)Ψ(Vn)θ(ϕ(IB ⊗A))Ψ(Vn)∗(IB ⊗W ∗n)
= limn→∞(B ⊗ IB)(IB ⊗Wn)θ(ϕ(IB ⊗A))(IB ⊗W ∗n)
= limn→∞(B ⊗ IB)(IB ⊗Wn)(IB ⊗ (ϕ(IB ⊗A)))(IB ⊗W ∗n)
= limn→∞(B ⊗ IB)(IB ⊗Wn(ϕ(θ(A)))W ∗n)
= (B ⊗ IB)(IB ⊗A) = B ⊗A.

Hence, by linearity and density, limn→∞ Unθ(ϕ(T ))U∗n = T for all T ∈ B ⊗min A. Therefore θ ◦ ϕ is
approximately unitarily equivalent to the identity on B⊗min A as desired.

Our last technical result is the following.

Proposition 13.5. Let A be a unital, simple, purely infinite C∗-algebra. Any two unital ∗-homomorphisms
from O∞ into A are approximately unitarily equivalent.

Proof. The proof of this result takes a significant amount of K-theory and therefore is omitted. An interested
reader many consult [LP].

Now that we have the above, we are finally able to prove the main result of this chapter. The following
proof is not the original proof from [KP], but is much simpler.

Theorem 13.6. Let A be a unital, separable, simple, nuclear, purely infinite C∗-algebra. Then O∞⊗minA '
A.

Proof. Let A be a unital, separable, simple, nuclear, purely infinite C∗-algebra and let ω be any ultrafilter.
Recall that A′ ∩Aω is a unital, simple, purely infinite C∗-algebra by Proposition 12.5. Therefore Lemma 2.3
implies that the identity of A′ ∩Aω is a properly infinite projection. Therefore, by the universal property of
O∞, there exists a unital ∗-homomorphism Φ : O∞ → A′ ∩ Aω. Since O∞ is simple by Theorem 1.13, Φ is
injective.

Recall that O∞ is unital, separable, simple (Theorem 1.13), nuclear (Theorem 1.20), and purely infinite
(Corollary 2.12). Hence O∞⊗minO∞ is unital, separable, simple, nuclear, and purely infinite (Theorem 3.11).
Hence Proposition 13.5 implies that the two ∗-homomorphisms π, σ : O∞ → O∞⊗minO∞ are approximately
unitarily equivalent. Hence Proposition 13.4 implies that O∞ ⊗min A ' A as desired.
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